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Chapter 1

Context of situation

Introduction

Our general approach to the study of language, as our title is intended
to suggest, is one that focuses upon the social: upon the social func-
tions that determine what language is like and how it has evolved. Let
me begin by saying a few words about both parts of our overall title.

Language in a social-semiotic perspective

The phrase ‘language in a social-semiotic perspective’ characterises the
sort of approach that we have been following in our recent work, and
which, I think, has been a feature of my own thinking ever since I
became ifiterested in the study of language. The term ‘social-semiotic’
can be thought of as indicating a general ideology or intellectual stance,
a conceptual angle on the subject. But at the same time there is a more
specific implication to be read into both of these terms, semiotic and
social. . '

The concept of semiotics derives initially from the concept of the
sign; and the modern word harks back to the terms semainon,
semainomenon (‘signifier, signified’) used in ancient Greek linguistics
by the Stoic philosophers. The Stoics were the first to evolve a theory
of the sign, in the 3rd-2nd century BC; and the conception they had
of the linguistic sign was already well advanced along the lines in which
it was developed two thousand years later in the work of Ferdinand
de Saussure.

Semiotics can therefore be defined as the general study of signs.
But there is one limitation that has usually been apparent in the history
of this conception of the sign, and that is that it has tended to remain
rather an atomistic concept. The sign has tended to be seen as an isolate,
as a thing in itself, which exists first of all in and of itself before it comes
to be related to other signs. Even in the work of Saussure, despite his
very strong conception of language as a set of relationships, you will
still find this rather atomistic conception of the linguistic sign. For that
reason, therefore, I would wish to modify this definition of semiotics

for a good account
of Saussure’s ideas

see Jonathan Culler
(1976)
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social system

language is
understood in its
relationship to social
structure

and say that, rather than considering it as the study of signs, I would

like to consider it as the study of sign systems —in other words, as the

study of meaning in its most general sense.

Linguistics, then, is a kind of semiotics. It is an aspect of the study
of meaning. There are many other ways of meaning, other than through
language. Language may be, in some rather vague, undefined sense,
the most important, the most comprehensive, the most ali-embracing;
it is hard to say exactly how. But there are many other modes of
meaning, in any culture, which are outside the realm of language.

These will include both art forms such as painting, sculpture,
music, the dance, and so forth, and other modes of cultural behaviour
that are not classified under the heading of forms of art, such as modes
of exchange, modes of dress, structures of the family, and so forth.
These are all bearers of meaning in the culture. Indeed, we can define
a culture as a set of semiotic systems, a set of systems of meaning, all
of which interrelate. ]

But to explain this general notion, we cannot operate with the
concept of a sign as an entity. We have to think rather of systems of
meaning, systems that may be considered as operating through some
external form of output that we call a sign, but that are in themselves
not sets of individual things, but rather networks of relationships. It
is in that sense that I would use the term ‘semiotic’ to define the per-
spective in which we want to look at language: language as one among
a number of systems of meaning that, taken all together, constitute
human culture.

Secondly there is the term social, which is meant to suggest two
things simultaneously. One is ‘social’ used in the sense of the social
system, which I take to be synonymous with the culture. So when I
say ‘social-semiotic’, in the first instance, 1 am simply referring to the
definition of a social system, or a culture, as a system of meanings.
But I also intend a more specific interpretation of the word ‘social’, to
indicate that we are concerned particularly with the relationships
between language and social structure, considering the social structure
as one aspect of the social system. .

When we consider what realities there are that lie above and beyond
language, which language serves to express, there are many directions
in which we can move outside language in order to explain what
language means. For some linguists (for example, Chomsky 1957; Lamb
1966), the preferred mode of interpretation is the psychological one,
in which language is to be explained in terms of the processes of the
human mind or the human brain. For other linguists, perhaps, the direc-
tion might be a psychoanalytic one, or an aesthetic one, or any one
of a number of possible perspectives. For us, then, the perspective
primarily adopted — not to the exclusion of the others, but because this
is where we look first to seek our explanations for linguistic
phenomena— is the social one. We attempt to relate language primarily
to one particular aspect of human experience, namely that of social
structure.

Why this particular angle? It is not that we are excluding other

directions as irrelevant; but that for the questions we are interested in,
especially educational questions, the social dimension seems particu-
larly significant —and it is the one that has been the most neglected in dis-
cussions of language in education. Learning is, above all, a social
process; and the environment in which educational learning takes place
is that of a social institution, whether we think of this in concrete terms
as the classroom and the school, with their clearly defined social struc-
tures, or in the more abstract sense of the school system, or even the
educational process as it is conceived of in our society. Knowledge is
transmitted in social contexts, through relationships, like those of parent
and child, or teacher and pupil, or classmates, that are defined in the
value systems and ideology of the culture. And the words that are
exchanged in these contexts get their meaning from activities in which

they are embedded, which again are social activities with social agencies
and goals.

Language, context, and text

The main part of our title reflects our view that the way into under-
standing about language lies in the study of texts. The terms, CONTEXT
and TEXT, put together like this, serve as a reminder that these are
aspects of the same process. There is text and there is other text that
accompanies it: text that is ‘with’, namely the con-text. This notion of
what is ‘with the text’, however, goes beyond what is said and written:
it includes other non-verbal goings-on — the total environment in which
a text unfolds. So it serves to make a bridge between the text and the
situation in which texts actually occur. Within our general topic, we
shall be focusing on the special area of what in linguistics is referred
to as a text; but always with emphasis on the situation, as the context
in which texts unfold and in which they are to be interpreted.

Let me try, then, to explain both these notions a little further. What
do we mean by text, and what do we mean by context? I am going to
do this in the opposite order: that is to say, I am going to talk about
context first, for the reason that, in real life, contexts precede texts. The
situation is prior to the discourse that relates to it.

Malinowski and the notion of context of situation

It could be argued, in fact, that there was a theory of context before
there was a theory of text. I have in mind here the work of the anthro-
pologist Bronislaw Malinowski (1923, 1935), and in particular his theory
of the context of situation. It is in that sense, or a closely related sense,
that we shall be using the term ‘context’.

Much of Malinowski’s research was undertaken in a group of
islands of the South Pacific known as the Trobriand Islands, whose
inhabitants lived mainly by fishing and gardening. Their language is
referred to as Kiriwinian. Malinowski, who as well as being a great
anthropologist was also a gifted natural linguist, found himself at an

text defined

Malinowski’s context
of situation



the term ‘context of
situation’ coined for
this purpose

pragmatic and
narrative contexts of
situation

early stage able to converse freely in this language, and he did all his
fieldwork among the island people using their own language. He then
came to the problem of how to interpret and expound his ideas on the
culture to English-speaking readers. He had many texts in Kiriwinian,
texts that he had taken down in discussion with the Trobrianders; and
the problem was how to render these in English in such a way as to
make them intelligible. The culture that he was studying was, natur-
ally, as different as it was possible to be from the culture that is familiar
to Westerners.

In presenting the texts, Malinowski adopted various methods. He
gave a free translation, which was intelligible, but conveyed nothing
of the language or the culture; and a literal translation, which mimicked
the original, but was unintelligible to an English reader. His principal
technique, however, was to provide a rather extended commentary. This
commentary, clearly, was not the same thing as the kind of commen-
tary that a classical philologist engages in when he or she edits and trans-
lates some ancient written text. Rather it was the kind of commentary
that placed the text in its living environment. Up to that time, the word
‘context’ in English had meant ‘con-text’; that is to say, the words and
the sentences before and after the particular sentence that one was
looking at. Malinowski needed a term that expressed the total environ-
ment, including the verbal environment, but also including the situa-
tion in which the text was uttered. So with some apologies, in an article
written in 1923, he coined the term CONTEXT OF SITUATION (Malinowski
1923). By context of situation, he meant the environment of the text.

For example, Malinowski studied the language used in a fishing
expedition when the islanders went in their canoes outside the lagoon
into the open sea to fish; when they had caught a cargo of fish, they
had the problem of navigating a rather difficult course through the reefs
and back into the lagoon. As they came in, they were constantly in com-
munication with those on the shore. They could shout instructions to
each other, and they were, so to speak, talked in, in the way that an
aircraft is talked down when it is coming in to land. Furthermore, there
was an element of competition, a race between the different canoes.

This kind of language was very much pragmatic language. It was
language in action, in which it was impossible to understand the message
unless you knew what was going on, unless you had some sort of audio-
video record of what was actually happening at the time. So Malinowski
provided this account in his work. He described the fishing expedition.
He described the return of the canoes and the way,in which the people
in the boats and the people on the shore were interacting with each other.

But he also-saw that it was necessary to give more than the
immediate environment. He saw that in any adequate description, it
was necessary to provide information not only about what was hap-
pening at the time but also about the total cultural background, because
involved in any kind of linguistic interaction, in any kind of conversa-
tional exchange, were not only the immediate sights and sounds sur-
rounding the event but also the whole cultural history behind the
participants, and behind the kind of practices that they were engaging
in, determining their significance for the culture, whether practical or
ritual. All these played a part in the interpretation of the meaning. So

Malinowski introduced the two notions that he called the context of
situation and the CONTEXT oF cULTURE; and both of these, he consi-
dered, were necessary for the adequate understanding of the text.

In some instances, his texts were severely pragmatic. That is to
say, they were language used for the purpose of facilitating and fur-
thering a particular form of activity, something that people were doing,
exactly in the same way as we use language ourselves if we are engaged
in some co-operative effort: suppose, for example, that the car has
broken down and we are trying to repair it, and there are two or three
people involved and they are shouting instructions to each other and
giving advice and probably getting angry as well —the language is all
part of the immediate situation.

But there were other types of text in which the reference was not
so immediate and the function was not so directly pragmatic. For
example, Malinowski observed many occasions when in the evenings
the members of the group would gather around and listen to stories.
Like most narratives, these stories were not related directly to the
immediate situation in which they were told. As far as the subject-matter
was concerned, it was irrelevant whether they were being told in the
morning or in the evening, outside or inside, or what the particular sur-
roundings were. The context in one sense was created by the stories
themselves.

And yet in another sense, as Malinowski saw, even these narrative
texts were very clearly functional. They had a creative purpose in the
society; they had their own pragmatic context, and could be related
to the situation in a slightly less direct manner. Often the telling of a
story was related in some way or other to the continuing solidarity and
well-being of the group. For example, during the season of the year
when food was scarce, and famine was always a threat, they would tell
stories about great famines in the past and how the people had united
to overcome them. So the setting was not irrelevant; a story might be
associated with a particular accredited story-teller, or a particular place
or set of circumstances. In other words, there was still a context of sit-
uation, although it was not to be seen as a direct relation between the
narrative line and the immediate surroundings in which the text was
unfolding.

When Malinowski first developed these notions, he had the idea
that you needed the concept of context of situation only if you were
studying a ‘primitive’ language, the language of an unwritten culture,
but that you would not need such concepts for the description of a
language of a great civilisation. But over the next ten years or so, he
came to the conclusion that he had been wrong; and he was an honest
enough scholar to say so. He wrote, referring to his earlier work:

1 opposed civilised and scientific to primitive speech, and argued as if
the theoretical uses of words in modern philosophic and scientific writing
were completely detached from their pragmatic sources. This was an
error, and a serious error at that. Between the savage use of words and
the most abstract and theoretical one there is only a difference of degree.
Ultimately all the meaning of all words is derived from bodily experience.

(Malinowski 1935, vol. 2, p. 58).

context of culture



nguistics as the
tudy of meaning

The general notion of context.of situation is as necessary for the
understanding of English or any other major language as it is for the
understanding of Kiriwinian. It is simply that the specific contexts of
the culture are different. The activities that people are engaging in may
differ from one place or one time to another; but the general principle
that all language must be understood in its context of situation is just
as valid for every community in every stage of development,

Malinowski was not primarily a linguist. He was not mainly con-
- cerned with explaining the Kiriwinian language or language in general,
although he has some very perceptive things to say about language.
He was an ethnographer, concerned to explain the culture. But in the
course of his work, he had become deeply interested in language as an
object of study in its own right.

At London University he had as a young colleague the linguist
J. R. Firth, who subsequently became the first professor of general lin-
guistics in a British university. Firth was interested in the cultural back-
ground of language, and he took over Malinowski’s notion of the
context of situation and built it in to his own linguistic theory. In Firth’s
view, expressed in an article he wrote in 1935, all linguistics was the
study of meaning and all meaning was function in a context (Firth 1935).

In one sense, however, Firth found that Malinowski’s conception
of the context of situation was not quite adequate for the purposes of
a linguistic theory, because it was not yet general enough. Malinowski
had been concerned with the study of specific texts, and therefore his
notion of the context of situation was designed to elucidate and expound
the meaning of particular instances of language use. Firth needed a
concept of the context that could be built into a general linguistic theory:
one which was more abstract than that, not simply an audio-video rep-
resentation of the sights and sounds that surrounded the linguistic event.
He therefore set up a framework for the description of the context of
situation that could be used for the study of texts as part of a general
linguistic theory.

Firth’s description of context of situation
Firth’s headings were as follows:

. ‘the PARTICIPANTS in the situation: what Firth referred to as persons
and personalities, corresponding more or less to what sociologists
would regard as the statuses and roles of the participants;

. the AcTION of the participants: what they are doing, including both
their VERBAL ACTION and their NON-VERBAL ACTION;

. OTHER RELEVANT FEATURES OF THE SITUATION: the surrounding objects
and events, in so far as they have some bearing on what is going on;

. the EFFECTS of the verbal action: what changes were brought about
by what the participants in the situation had to say.

Firth outlined this framework in 1950, and perhaps the best appli-
cation of it is in a study done by Firth’s former colleague Professor
T. F. Mitchell, subsequently professor of linguistics at Leeds. Mitchell
studied the ‘language of buying and selling’, the language of transac-
tions in shops and markets and auctions, which he observed in North

Africa. The language studied is Arabic. In his article on the subject,
Mitchell (1957) works out and illustrates very well Firth’s ideas regarding
the nature of the context of situation of a text.

Since that time, there have been a number of other outlines or
schemata of this kind by which linguists have set out to characterise
the situation of a text. The best known is probably that of the American
anthropologist Dell Hymes.

Dell Hymes and the ethnography of communication

In his work in the ethnography of communication, Dell Hymes (1967)
proposed a set of concepts for describing the context of situation, which
were in many ways similar to those of Firth. He identified:

. the form and content of the message;

. the setting;

. the participants;

. the intent and effect of the communication;
. the key;

« the medium;

. the genre;

. the norms of interaction.

Hymes’ work led to a renewal of interest in the different ways in
which language is used in different cultures— the value placed on speech,
the various rhetorical modes that are recognised, and so on.

Determining the most appropriate model of the
context of situation

There are certain principles that we can use for choosing an appropriate
way of describing the context of a situation of a text. They relate to
the fact, a rather important fact, that people do on the.whole under-
stand each other. We are always hearing in linguistics, and more espe-

" cially from our colleagues in other fields such as literature, -or media

and communication studies, about failures of communication, reflecting
what is a very genuine concern with this problem in contemporary soci-
eties. And indeed failures do occur. But rather than being surprised
at the failures, given the complexity of modern cultures, it seems to
me we should be surprised at the successes. What is remarkable is how
often people do understand each other despite the noise with which
we are continually surrounded. How do we explain the success with
which- people communicate?

The short answer, I shall suggest, is that we know what the other
person is going to say. We always have a good idea of what is coming
next, so that we are seldom totally surprised. We may be partly sur-
prised; but the surprise will always be within the framework of some-
thing that we knew was going to happen. And this is the most important
phenomenon in human communication. We make predictions—not
consciously, of course; in general, the process is below the level of
awareness —about what the other person is going to say next; and that’s
how we understand what he or she does say.

. exemplified by
Mitchell from the
‘language of buying
and selling’ in
northern Africa

important books
that arose out of
this interest are
Cazden et al. (1972)
and Bauman &
Sherzer (1974)
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text as meaning

a text is a semantic
unit

text as product and
as process

What the linguist is concerned with is: how do we make these
predictions? The first step towards an answer is: we make them from
the context of situation. The situation in which linguistic interaction
takes place gives the participants a great deal of information about the
meanings that are being exchanged, and the meanings that are likely
to be exchanged. And the kind of description or interpretation of the
context of situation that is going to be the most adequate for the linguist
is one that characterises it in those terms; that is, in terms that enable
him or her to make predictions about meanings, of a kind that will
help to explain how people interact.

In Chapter 2 below we shall suggest a simple framework for
describing the context of situation in a way that links it up with the
expectations people have of what others are likely to say. Before this,
however, we should say more clearly what we mean by the term ‘text’.

What a text is

What do we mean by text? We can define text, in the simplest way
perhaps, by saying that it is language that is functional. By functional,
we simply mean language that is doing some job in some context, as
opposed to isolated words or sentences that I might put on the black-
board. (These might also be functional, of course, if I was using them
as linguistic examples.) So any instance of living language that is playing
some part in a context of situation, we shall call a text. It may be either
spoken or written, or indeed in any other medium of expression that
we like to think of. .

The important thing about the nature of a text is that, although
when we write it down it looks as though it is made of words and sen-
tences, it is really made of meanings. Of course, the meanings have
to be expressed, or coded, in words and structures, just as these in turn
have to be expressed over again—receded, if you like—in sounds or
in written symbols. It has to be coded in something in order to be com-
municated; but as a thing in itself, a text is essentially a semantic unit.
It is not something that can be defined as being just another kind of
sentence, only bigger. '

Thus, we cannot simply treat a theory of text as an extension of
grammatical theory, and set up formal systems for deciding what a text
is. It is by no means easy to move from the formal definition of a
sentence to the interpretation of particular sentences:of living language;
and this problem is considerably greater in the case of the text. Because
of its nature as a semantic entity, a text, more than other linguistic units,
has to be considered from two perspectives at once, both as a product
and as a process. We need to see the text as product and the text as
process and to keep both these aspects in focus. The text is a product
in the sense that it is an output, something that can be recorded and
studied, having a certain construction that can be represented in sys-
tematic terms. It is a process in the sense of a continuous process of
semantic choice, a movement through the network of meaning poten-

tial, with each set of choices constituting the environment for a further
set.
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One method of describing a text is by exegesis, or explication de
texte, a kind of running commentary on the product that reveals some-
thing of its dynamic unfolding as a process. The problem for this
approach is that you need to look beyond the words and structures so
as to interpret the text as a process in a way that relates it to the language
as a whole. The commentary embodies no conception of the linguistic
system that lies behind that text; and yet without the system, there would
be no text. On the other hand, it is also necessary to describe the system
of the language in such a way that it is conceivable that people could
use it. Some attempts to devise a theory of language have done so in
a way that makes it almost inconceivable that anybody could have used
that system to produce a text. The problem for linguistics is to combine
these two conceptions of the text, as product and as process, and to
relate both to the notion of the linguistic system that lies behind them.

Now, with the sort of social-semiotic perspective that we are
adopting here, we would see the text in its ‘process’ aspect as an inter-
active event, a social exchange of meanings. Text is a form of exchange;
and the fundamental form of a text is that of dialogue, of interaction
between speakers. Not that dialogue is more important than other kinds
of text; but in the last resort, every kind of text in every language is
meaningful because it can be related to interaction among speakers,
and ultimately to ordinary everyday spontaneous conversation. That
is the kind of text where people exploit to the full the resources of
language that they have; the kind of situation in which they improvise,
in which they innovate, in which changes in the system take place. The
leading edge of unconscious change and development in any language
is typically to be found in its natural conversational texts — in this context
of talk as the interpersonal exchange of meanings.

A text, then, is both an object in its own right (it may be a highly
valued object, for example something that is recognised as a great poem)
and an instance —an instance of social meaning in a particular context
of situation. It is a product of its environment, a product of a con-
tinuous process of choices in meaning that we can represent as multiple
paths or passes through the networks that constitute the linguistic
system. But of course any general characterisation of that kind is useful
only if it enables us to describe specific instances. We must be able to
characterise this or that particular text in such a way as to be able to
relate it to this general concept. And at this point, I would like to give
an example of one way in which it may be possible to define the context
of situation of a text.

Let me return for a moment to the semiotic concept of meanings
that are created by the social system —that in a sense constitute the social
system — which are exchanged by the members of a culture in the form
of text. The text, we have said, is an instance of the process and product
of social meaning in a particular context of situation. Now the context
of situation, the context in which the text unfolds, is encapsulated in
the text, not in a kind of piecemeal fashion, nor at the other extreme
in any mechanical way, but through a systematic relationship between
the social environment on the one hand, and the functional organis-
ation of language on the other. If we treat both text and context as

11

text as a social
exchange of
meanings

relationship of social
environment and
functional
organisation of
language



field — what is
happening
tenor—who are
taking part
mode —what part
the language is
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semiotic phenomena, as ‘modes of meaning’, so to speak, we can get
from one to the other in a revealing way. .

So let us pick up the questions, ‘how can we characterise a text
in its relation to its context of situation?’ and ‘how do we get from the
situation to the text?’. This will then lead us to a consideration of how
people make predictions about the kinds of meaning that are being
exchanged.

The three features of the context of situation

I would like to give you two brief illustrations, each comprising a short
English text together with a description of the context of situation in
which it functioned (see Texts 1.1 and 1.2). The description is in terms
of a simple conceptual framework of three headings, the field, the tenor,
and the mode. These concepts serve to interpret the social context of
a text, the environment in which meanings are being exchanged.

1. The FIELD OF DISCOURSE refers to what is happening, to the nature
of the social action that is taking place: what is it that the participants
are engaged in, in which the language figures as some essential
component?

2. The TENOR OF DISCOURSE refers to who is taking part, to the nature

of the participants, their statuses and roles: what kinds of role rela-

tionship obtain among the participants, including permanent and
temporary relationships of one kind or another, both the types of
speech role that they are taking on in the dialogue and the whole
cluster of socially significant relationships in which they are involved?

3. The MODE OF DISCOURSE refers to what part the language is playing,
what it is that the participants are expecting the language to do for
them in that situation: the symbolic organisation of the text, the
status that it has, and its function in the context, including the
channel (is it spoken or written or some combination of the two?)
and also the rhetorical mode, what is being achieved by the text in
terms of such categories as persuasive, expository, didactic, and the
like.

Text 1.1 is a legal document that can be used when someone is
buying or selling a house; it is in a very simple form —they are usually
much longer than this—but it is valid as a legal document, and you
will immediately recognise it as a legal document. An interpretation
of its context of situation is set out underneath. It is a‘document relating
to a recognised social transaction, namely the exchange of immovable
property. It is a formulaic text used by a ‘member’ to address the ‘col-
lective’ with reference to some specific instance. And it is written to
be filed away in somebody’s filing cabinet as a document giving validity
to the transaction. Moreover, it is performative in the sense that the
text actually constitutes or realises the act in question.
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Text 1.1

Transfer of whole (Freehold or Leasehold)
Title number—SY 43271604
Property—14 Twintree Avenue, Minford
In consideration of ten thousand five hundred pounds the receipt whereof
is hereby acknowledged
I, Herbert William Timms, of (address)
as beneficial owner hereby transfer to:
Matthew John Seaton, of (address)

the land comprised in the title above mentioned. It is hereby certified that
the transaction hereby effected does not form part of a larger transaction
or series of transactions in respect of which the amount or value or aggregate
amount or value of the consideration exceeds twelve thousand pounds.
Signed, sealed and delivered by the said Herbert William Timms in the
presence of (witness)

Situational description:

Field: Verbal regulation of social interaction through sanctions of
the legal system:
codification of exchange of property (‘deed of transfer’),
including certification that transaction falls within partic-
ular class of transactions defined by value of commodity
exchanged

Tenor: ‘Member’ (individual) addressing ‘collective’ (society) using

formula prescribed by collective for purpose in hand
Mode: Written to be filed (i.e. to form part of documentary
records); text gives status (as social act) to non-verbal trans-
action; text is formulaic (i.e. general, with provision for
relating to specific instances)
Performative (i.e. text constitutes, or ‘realises’, act in
question). ’
The three headings of field, tenor, and mode enable us 1o give a
characterisation of the nature of this kind of a text, one which will do
for similar texts in any language. But we can use the same general
headings for the description of a text of any kind. Text 1.2 is a little
passage from a broadcast talk that was given in England some years
ago, by a distinguished churchman concerned with the status of Chris-
tianity in the modern world.
Text 1.2
(from a radio talk by the Bishop of Woolwich)

The Christian should therefore take atheism seriously, not only so that he
may be able to answer it, but so that he himself may still be able to be a
believer in the mid-twentieth century. With this in mind, | would ask you to
expose yourself to the three thrusts of modern atheism. These are not so
much three types of atheism—each is present in varying degree in any
representative type —so much as three motives which have impelled men,
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particutarly over the past hundred years, to question the God of their up-
bringing and ours. They may be represented by three summary statements:

God is intellectually superfluous;
God is emotionally dispensible;
God is morally intolerable.

Let us consider each of them in turn.

Situational description:

Field: Maintenance of institutionalised system of beliefs; religion
(Christianity), and the members’ attitudes towards it; semi-
technical

Tenor: Authority (in both senses, i.e. person holding authority, and

specialist) to the audience; audience unseen and unknown
(like readership), but relationship institutionalised (pastor
to flock)

Mode: Written to be read aloud; public act (mass media: radio);
monologue; text is whole of relevant activity
Lecture; persuasive, with rational argument,

The field is thus the maintenance of an institutionalised system of
beliefs: the nature of the Christian religion, and of people’s attitudes
towards it, at a semi-technical level. The tenor is that of an authority
to an audience. He is an authority in both senses: he holds authority
in the Church, as a bishop, and he is an authority on religion, a the-
ologian. He cannot see the audience, and does not know them; but his
relationship to them is institutionalised in the culture, as that of pastor
to flock. The mode is that of a text that was written in order to be read
aloud, as a public act on the mass media; it was a monologue, in which
the text itself was the whole of the relevant activity —nothing else sig-
nificant was happening. And it is a persuasive discussion, based on
rational argument.

In Chapter 3, I shall return to the second of these examples, in
order to suggest the reasons for setting up this particular framework
for representing the ‘situation’ of a text. As in a great deal of linguistics,
the aim is to be able to state consciously, and to interpret, processes
that go on unconsciously all the time, in the course of daily life—in
other words, to represent the system that lies behind these processes.
In this instance, the process we are interested in is that of producing
and understanding text in some context of situation, perhaps the most
distinctive form of activity in the life of social man.
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Chapter 2

Functions of language

Introduction

What do we understand by the notion ‘functions of language’? In the
simplest sense, the word ‘function’ can be thought of as a synonym for
the word ‘use’, so that when we talk about functions of language, we

may mean no more than the way people use their language, or their .

languages if they have more than one. Stated in the most general terms,
people do different things with their language; that is, they expect to
achieve by talking and writing, and by listening and reading, a large
number of different aims and different purposes. We could attempt to
list and classify these in some way or other, and a number of scholars
have attempted to do this, hoping to find some fairly general frame-
work or schema for classifying the purposes for which people use
language. .

There are a number of familiar classifications of linguistic func-
tions: for example, that put forward by Malinowski, which is associat-
ed with his work on situation and meaning referred to earlier.
Malinowski (1923) classified the functions of language into the two
broad categories of pragmatic and magical. As an anthropologist, he
was interested in practical or pragmatic uses of language on the one
hand, which he further subdivided into active and narrative, and on
the other hand in ritual or magical uses of language that were associat-
ed with ceremonial or religious activities in the culture.

A quite different classification is that associated with the name of
the Austrian psychologist Karl Biihler (1934), who was concerned with
the furictions of language from the standpoint not so much of the cul-
ture but of the individual. Biihler made the distinction into expressive
language, conative language, and representational language: the expres-
sive being language that is oriented towards the self, the speaker; the
conative being language that is oriented towards the addressee; and the
representational being language that is oriented towards the rest of
reality —that is, anything other than speaker or addressee.

Biihler was applying a conceptual framework inherited from Pla-
to: the distinction of first person, second person, and third person. This
in turn is derived from grammar (its source was in the rhetorical gram-
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Britton’s functions:
transactional,
expressive, and
poetic

Morris’s functions:
information talking
exploratory talking
grooming talking
mood talking

mar that came before Plato)—based on the fact that the verbal sys-
tems in many European languages (including ancient Greek) are
organised around a category of person, comprising first person, the
speaker; second person, the addressee; and third person, everything else.
On this basis, Biihler recognised three functions of language according
to their orientation to one or other of the three persons. His scheme
was adopted by the Prague School and later extended by Roman Jakob-
son (1960), who added three more functions: the poetic function, orient-
ed towards the message; the transactional function, oriented towards
the channel; and the metalinguistic function, oriented towards the code.

Biihler’s scheme was adapted and developed in a different direc-
tion by the English educator James Britton (1970), who proposed a
framework of transactional, expressive, and poetic language functions.
Britton was concerned with the development of writing abilities by chil-
dren in school, and held the view that writing developed first in an ex-
pressive context, and the ability was then extended ‘outwards’ to
transactional writing on the one hand and to poetic writing on the other.
Transactional language was that which emphasised the participant role,
whereas in poetic language the writer’s role was more that of spectator.

Desmond Morris (1967), in his entertaining study of the human
species from an animal behaviourist’s point of view, came up with yet
another classification of the functions of language, which he called ‘in-
formation talking’, ‘mood talking’, ‘exploratory talking’, and ‘groom-
ing talking’. The first was the co-operative exchange of information;
Morris seemed to imply that that came first, although in the life histo-
ry of a-human child it arises Iast of all. The second was like Biihler’s
and Britton’s ‘expressive’ function. The third was defined as ‘talking
for talking’s sake; aesthetic, play functions’; while the fourth was ‘the
meaningless, polite chatter of social occasions’—what Malinowski had
referred to forty years earlier as ‘phatic communion’, meaning com-
munion through talk, when people use expressions like ‘nice day, isn’t
it?” as a way of oiling the social process and avoiding friction.

Although these schemes look very different, and all use different
terms, and although apart from Britton, none of the proponents had
read any of the others, there is a considerable similarity among them,
which we can bring out by tabulating them in a single display. Figure
2.1 sets them out in rows, in such a way that there is a vertical cor-
respondence: each entry corresponds more or less to those above and
below it. When we do this, we can see that they all recognise that lan-
guage is used for talking about things (informative —narrative—
representational), and they all recognise that language is used for ‘me
and you’ purposes, expressing the self and influencing others (mood —
expressive —conative —active). More patchily, there is then a third motif
of language in a more imaginative or aesthetic function.

Function as a fundamental principle of language

What such scholars were doing was essentially constructing some kind
of a conceptual framework in non-linguistic terms, looking at language
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Figure 2.1 Functional theories of languages, where function equals
‘use’

pragmatic
narrative active
representational conative | expressive
{3rd person] {2nd person]|[1st person]
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(orientation to effect)
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imaginative uses
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other

express
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self ritual poel

Note: shaded portions represent uses not covered by the author in gquestion

from the outside, and using this as a grid for interpreting the different
ways in which people use language. In all these interpretations of the
functions of language, we can say that function equals use: the con-
cept of function is synonymous with that of use. But in order to pur-
sue our own investigations, we have to take a further step: a step that
interprets functional variation not just as variation in the use of lan-
guage, but rather as something that is built in, as the very foundation,
to the organisation of language itself, and particularly to the organisa-
tion of the semantic system.

In other words, function will be interpreted not just as the use of
language but as a fundamental property of language itself, something
that is-basic to the evolution of the semantic system. This amounts to
saying that the organisation of every natural language is to be explained
in terms of a functional theory.

What I should like to do here is to illustrate the functional basis
of language through the analysis of a single sentence. This is a risky
thing to do, because there is always the danger that some incidental
features that are the property of a particular sentence will be taken as
if they are representative features of grammar in general. Of course,
the features that are displayed in any particular sentence can only be
incidental in relation to the linguistic system as a whole: they are the
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or

ones that were chosen in this instance. So in interpreting a sentence,
we try to relate what we say about it to general categories that are found
in the grammar of the language.

Let us consider the following sentence:

Or leave a kiss within the cup, and I’ll not ask for wine.

This is a sentence from a well-known English poem of the early seven-
teenth century (Ben Jonson: ‘To Celia’). It is not the first line, as can
be readily imagined. It is in fact the second line; but I shall not fill in
the first line just for the moment. I want to try and perform some kind
of an analytical commentary on that sentence; not, however, as a piece
of literary analysis, but rather as a linguistic exercise in which we iden-
tify features that illustrate the general point —the functional basis of
language.

Experiential meaning

First, then, let us look at this sentence from the point of view of what

it is about —its meaning as the expression of some kind of a process,
some event, action, state, or other phenomenal aspect of the real world
to which it bears some kind of symbolic relation. If we take it more
or less at its face value, it can be interpreted as in Figure 2.2.

Figure 2.2 Experiential structure

leave a kiss within the cup, and I °ll  not ask for wine
‘you’ | ‘leave’ | ‘kiss’ | ‘in cup’ ‘r polarity:| ‘demand’} ‘wine’
doer action | thing | place doer negative | verbal- |thing
isation
Actor | Process | Goal | Locative Sayer Process |Range

Consider the word leave. If we take this by itself, we shall inter-
pret it as some kind of a process, more particularly perhaps some kind
of an action. Then there is the kiss, which is presumably some kind
of a thing, although it is not very clear just what kind of a thing it is,
and is the domain or sphere of influence of the action. Connected with
these is in + cup, which is some kind of a circumstantial element,
presumably a locative element, a place. So we have the representation
of an action, a thing that is acted upon, and a place. We might also
feel that we have to supply for ourselves somebody who is actually go-
ing to perform this action. So let us put in—in brackets, because it is
not overtly realised in the language —something we might call a doer,
somebody who is going to do the deed.

Similarly in the second half: there is wine, which is a certain kind
of a thing. There is ask for, which we may take as a single element;
this is a process, but a different kind of process from the other one,
since if you ask for something, you are going to use some kind of a
signal, probably a linguistic signal, for the purpose. Let us call it a ver-
bal process. There is also a doer; but the doer is present this time in
1. Again, this is a different kind of doer; instead of being an actor, he
is one who is engaging in a verbal process —or not engaging in it, since
it is in fact negated. Let us call him a sayer.
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So at the simplest level, the sentence can be regarded as a represen-
tation of some composite phenomenon in the real world. We know that
there exist things like cups and wine. We know that when we speak,
we become persons—‘I’ and ‘you’, and we have some interpretations
for these. We know that there are processes of demanding, and of leav-
ing. We can even perhaps do something with this notion of ‘a kiss’,
though that is a ‘thing’ of a different kind from the wine, because
although it is coded grammatically as a noun, it is normally the name
of an action, not the name of an object. However, if it is something
that can be left in a cup, then presumably at some level of interpreta-
tion, we have to see it also as an object.

So far we have taken only one step in interpreting this sentence
as a representation of some recognisable phenomenon. But we have
isolated from this sentence certain features that can be thought of as
representing the real world as it is apprehended in our experience. These
could be said to display the EXPERIENTIAL meaning of that sentence.
Clearly, we shall have to add to this some further component that will
take us into the realm of an imaginative or oblique representation of
experience —another step in the interpretation that allows us to explain
this rather quaint conceit of ‘leave a kiss within the cup’.

We could refer to this as metaphorical, extending the term to mean
any instance of representation that involves a transfer—the kind of
transfer, for example, that is present here in what is really a double
shift in the meaning of the word kiss, because the word kiss as a noun
is already metaphorical in the sense that it is the name for a process
rather than for an object. That first metaphorical step is one that is
built into the English language. Here however there is a second step,
a special use of the word kiss involving a return at a higher level to
the concept embodied in the fact that the word kiss is a noun. Nouns
typically stand for objects, and objects can be left around the place;
so you can ‘leave a kiss within the cup’. It has taken us two steps to
reach this point, each one involving a kind of metaphorical transfer.

If we continue this line of reasoning one step at a time, we shall
be able to build up a complex chain of metaphorical realisations, lead-
ing to the interpretation of this sentence as representing what we would
code in a less metaphorical, more direct way as something like your
kisses are more desirable than wine, and more directly still, perhaps,
as I like to kiss you more than I like to drink wine. Even that, of course,
is by no means the end of the story, because we then have to pursue
the modes of expression and the literary conventions that determine
that this wording is an appropriate way of giving a particular message;
but in order to do that, we will have to shift away from the experien-
tial mode of meaning into another one, and look at the same sentence
from a rather different point of view.
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Interpersonal meaning
Consider Figure 2.3.

Figure 2.3 Interpersonal structure

or leave a kiss within the cup and 1 ’ll not ask for wine
‘you_’ ‘do_ that’ ‘r ‘voluntarily’ | ‘do this’
Subject | Residue Subject | Finite Residue
command: request offer: undertaking

In the first half we recognise something that signals a request: ‘I re-
quest you to do this’. In the simplest semantic terms this is a variant
of the general speech function of command. If we now look at the sec-
ond half, we recognise the meaning ‘I will not do that’, or in other words
‘I undertake not to do that’; and this is something that we could code
in the most general terms as an offer. So we have the basic speech func-
tions of command and offer. .

Here we are looking at quite a different aspect of the meaning of
that sentence. We are not now considering it from the point of view
f)f its function in the representation of our experience. We are consider-
ing it from the point of view of its function in the process of social
interaction. It is being interpreted not as a mode of thinking but as
a mode of doing. The meaning is ‘I request you to do something, and
I undertake not to do something else’. Hence, a different kind of mean-
ing is encoded in the same sentence, a kind of meaning that we will
reffar to as INTERPERSONAL meaning. The sentence is not only a represen-
tation of reality; it is also a piece of interaction between speaker and
!1steqer. Whereas in its experiential meaning language is a way of reflect-
ing, in its interpersonal meaning language is a way of acting; we could
in fact use that terminology, and talk about LANGUAGE AS REFLECTION
and LANGUAGE AS ACTION as another way of referring to experiential
and interpersonal meaning.

Notice that, in analysing the grammar, we now need to recognise
anothe{ distinct set of elements. We are not now analysing in terms
of participants and processes; we are using the concept of a subject,
and other related elements not shown here. So in the second clause we
have the subject ‘I, and in the first clause we have the subject ‘you’:
‘you leave a kiss within the cup, and I will not ask for wine’.

The logical meaning

If we put the two interpretations together, the experiential and the in-
terpersonal, we can account for each clause separately; but we still have
to account for the ‘and’. In other words, these two halves of the sen-
tence are related in some way. Now the form of the relationship looks
like a simple co-ordination of one thing with another: you (do) leave
a kiss‘and’ I (do not) ask for wine. But the two halves have a different

20

speech function. The one is a command, and more specifically a re-
quest; the other is an offer. What is the meaning of the co-ordination
of a request and an offer? Clearly this is something that we have to
reinterpret as something other than a simple co-ordination of like ele-
ments. Normally when one co-ordinates (a) and (b), then (a) and (b)
belong to the same class. Here (a) and (b) do not belong to the same
class. One is a command, the other is an offer. What is the effect of
their co-ordination? The effect is that we need to reinterpret them in
terms of some other relationship, one that typically in English we would
express not paratactically, as here, but hypotactically by the use of an
4f°. So the next step we need to take is to recognise that not only is
there a metaphor in the experiential meaning, but there is also a
metaphor in the interpersonal meaning, because something that has been
coded as ‘request plus offer’ is in fact going to be interpreted as ‘offer
conditional on acceptance of request’. We could express this as if you
leave a kiss within the cup, then I will not ask for wine. So the inter-
personal meaning is if you (agree to) do this, then I will (undertake)
not (to) do that’.

But in order to take this step, we have had to invoke a third func-
tion of language, a third aspect of the organisation of the semantic sys-
tem, namely its expression of fundamental LoGICAL relations. There is
in every natural language a relatively small network of fundamental
logical relations, which are not the relationships of formal logic, but
are those from which the relationships of formal logic are ultimately
derived. The logical relationships that are built into natural languages
are those that are expressed in the grammar as different forms of

' parataxis and hypotaxis. So in our example the third component, which

we will have to take account of in order to explain this relationship
between the two parts, is the logical element which represents the mean-
ing 4f ... then ... 4f you leave a kiss within the cup, then I will not
ask for wine’. )

We have now taken a number of steps in the interpretation of this
line, towards an explanation of how it means what it does. If at this
point we go back and pick up the gloss that I gave earlier, ‘your kisses
are more desirable than wine’; now that we have included the active,
interpersonal component in the meaning, we can personalise this and
reinterpret the line more adequately as ‘I value your kisses more than
wine’. We can then instate ‘kiss’ and ‘wine’ as processes: ‘I like to kiss
you (even) more than I like to drink wine’; and this reinterpretation
serves as a way in to the final metaphor whereby the wording stands
as a declaration of love.

There is, in addition, another instance of a logical relation in the
line—the ‘or’ that links it paratactically with what has preceded it.
However, we have not yet considered the overall texture. We have not
looked at this line from the point of view of its property as discourse.
In order to do that, we shall need a context; so to begin with we must
filt in the first line of the poem before it:

Drink to me only with thine eyes And I will pledge with mine
Or leave a kiss within the cup And I’ll not ask for wine

logical meaning



Now we notice a number of additional features of this text:

1. The pattern of ‘you do (x) and I will do (y)’ is in fact repeated on
both occasions. So ‘I request you to (do that) and I will (do this) —
and again the meaning is if’: if you only drink to me with your eyes,
then I will pledge with mine’, paralleled by ‘f you leave a kiss wi-
thin the cup, then I will not ask for wine’. In both cases, there is
the same pattern, a request followed by an offer, in both cases stand-
ing for an offer conditional on the acceptance of a request. This repe-
tition is itself one aspect of the texture.

2. There is the thematic organisation of these two lines. In each case
the speech function is signalled at the very beginning of the clause,
which makes it stand as the theme. It is like announcing at the start
‘what I am about to say is a request’, or whatever it is going to be.
This congruence of theme with mood is in no way unusual; in fact
it is the typical pattern with offers and commands, where the speak-
er nearly always begins with the element that announces the mood.
(The fact that it is typical does not make it less significant to the
texture.)

3. Another component in the texture depends on rhythnr and intona-
tion, for which we shall have to assume a particular way of reading
the line. I would say it as follows ‘the single or double slash marks
a foot boundary; the caret marks a silent beat):

/. or / leave a / kiss wi//thin the / cup//_and / I'll not / ask
for / wine //

If you accept that reading, then we have three points of prominence:
kiss, cup, and wine. Of course, this poem is more familiar to most
English people as-a song, since it was set to music, than as some-
thing to be spoken. But if it is spoken naturally without the music,
then these are the likely places where the prominence would fall.
This kind of prominence is a feature of the phonological system
of modern English, in which any passage of spoken discourse is
broken up into a succession of tone groups, or melodic units, each
having one melodic contour (these are indicated by the double slash
(#/) in the example above). The tone group is not simply a unit of
sound; it expresses a unit of meaning, one block of information in
the total message. In every information unit, there is one point of
prominence, the tonic nucleus (shown here by bold type); the promi-
nence is also phonological—it is the segment with the greatest
melodic movement — but again it expresses a prominence in meaning:
it signals the focus of the information in the unit. This information
focus marks the climax of new (either fresh or contrastive) infor-
mation. So the two patterns—the division into information units,
and the location of focus within each-—together constitute a fun-
damental element in the texture of the spoken language.

4. The text is in fact a line of verse, and therefore has an idealised
rhythm by virtue of belonging to a particular genre. In other words,
it has a metre, determined by the particular verse form of which it
is an instance. Here is the metric structure, set out in traditional form:
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/ or leave / a kiss / within / the cup / and I'll / not ask / for
wine / ./

—except that in traditional metrics it would be said to have seven
feet, whereas actually it has eight, because there is a silent one at
the end. It is an eight-foot iambic line with one silent foot; and this
metric pattern is another aspect of its texture. The ‘true’ rhythm of
the line is a product of the tension between its metric structure and
the natural rhythm that it would have in conversational spoken
English.

We could if we wished go one stage further and analyse the line
in terms of its intonation when spoken aloud. Again there would be
the tension between the tone contours of natural speech and the melodic
properties of its musical setting.

All these features — the semantic and grammatical balance between
the lines, the thematic structure, the rhythm and information focus,
and the metric structure—represent different aspects of the texture of
the line. We refer to this as its TEXTUAL meaning. The textual meaning
is what makes it into a text, as distinct from an artificial or fossilised
specimen of wording.

To sum up, we have now identified four different aspects of the
meaning of this line. These are, in fact, the four components in the
semantics of every language, and in order to be able to use these con-
cepts we shall need to be able to talk about them, and hence to give
them names. We shall refer to them as:

. experiential

. interpersonal
. logical

. textual

These strands of meaning are all interwoven in the fabric of the
discourse. We cannot pick out one word or one phrase and say this
has only experiential meaning, or this has only interpersonal meaning.
What we had to do in analysing our text was to go back each time over
the whole sentence and examine it again from a new point of view.

This is an important point to make, because there has been a lot
of misunderstanding of the concept of the functions of language. It
has often been assumed that each sentence has just one, or at least one
primary, function; or, even if the sentence is recognised to be multifunc-
tional, that it ought to be possible to point to each separate part of
the sentence and to say this part has this function, that part has that
function, and the other part has the other function.

But life in general is not like that, and language is certainly not
like that. Every sentence in a text is multifunctional; but not in such
a way that you can point to one particular constituent or segment and
say this segment has just this function. The meanings are woven together
in a very dense fabric in such a way that, to understand them, we do
not look separately at its different parts; rather, we look at the whole
thing simultaneously from a number of different angles, each perspec-
tive contributing towards the total interpretation. That is the essential
nature of a functional approach.
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field

tenor

mode

The relationship of the text and its
context of situation

Before we finish with this line, let us now look at it from the point of
view of the function of the whole thing in a wider context, adopting
the point of view that I was discussing in Chapter 1 when I spoke of
the relationship between the text and the context of situation. We may
be able to say a little about this line, and by implication about the whole
poem, in terms of the notions of the FIELD, the TENOR, and the MODE.
What can we say about it under these headings?

As far as the field of discourse is concerned —the general sense of
what it is on about —clearly we could say that it is a love poem; in the
broadest terms, therefore, the field of discourse is love. But it is love
expressed as a metaphor, using the notions of drink and pledge.

Our second heading, the tenor of discourse, is concerned with the
personal relationships involved: who are the participants in this text?
Clearly, in the broadest terms it is man to woman, and more specifical-
ly lover to beloved. We should add, however, that there is a sub-motif
here, because this is a poem; and that is that it is a public text. At what
point in its existence it became a public text we do not necessarily know.
It might have been performed as a public text right from the start. This
was after all a recognised genre that was very fashionable at the begin-
ning of the seventeenth century. On the other hand it might first of
all have been written as a love poem by the poet to his mistress before
it saw the light of day as a public text. Whichever is the case, it has
a secondary tenor, that of a poet addressing his contemporaries.

Thirdly, as far as the mode of discourse is concerned, that is to
say the particular part that the language is playing in the interactive
process, in the first instance we are treating it as a spoken text. It is
also, of course, a written document; so let us say spoken/written. We
could characterise it in more detail as, perhaps, written down in order
to be spoken aloud. But we also have to say that it is composed, as
distinct from spontaneous. It is a composition in a recognised genre
involving highly elaborated modes of expression, somewhat self-
conscious, and often referred to as ‘conceits’: imaginative metaphors,
some of them (though not all) striking us as very far-fetched. This is,
in turn, the product of a particular stage in the socio-cultural history
of England in the post-Elizabethan period.

What can we say about the relationship between these headings,
the field, the tenor, and the mode, and the particular linguistic features
that are found in the poem? We can see that the field —the fact that
it is a love poem, with the concept of love realised metaphorically in
this way —is reflected most simply in the vocabulary, in the naming of
processes and participants. It is reflected in the use of the words drink
and pledge and cup and wine and eyes and kiss. And these embody
two basic notions. They embody on the one hand the motif of drink,
in the words drink and pledge and cup and wine; and on the other hand
the motif of love, in particular, the eyes and the kiss. And there is of
course a complex interaction between these two motifs, embodied in
the notion of the cup that is touched with the mouth like a kiss and
the eyes that meet over the cup as in love.
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But the field of discourse is not only reflected in the vocabulary;
it is also embodied in the transitivity structures in the grammar: in the
verbal processes of pledge and ask for and in the processes of drink
and kiss—but not, you will notice, drink + wine or kiss + person.
These are not transitive structures in the poem: there is no object for
the drink or the kiss.

Now, if we look at this pattern more closely, we can see that the
contextual features that we entered under the ‘field” of discourse are
by and large reflected in just one of the modes of meaning of the poem,
namely that which we referred to as the ‘experiential’ mode. So there
is some kind of systematic relationship between the two, such that we
can say that the field is expressed through the experiential function in
the semantics.

Secondly, if we consider the tenor of discourse, which has to do
with the relationship of man to woman, specifically lover to mistress,
and the poet to contemporaries, how is this aspect of the context ex-
pressed? On the one hand, through the choice of ‘person’ in the gram-
matical sense: ‘I, and ‘you’. Those were the only Subjects in these two
lines: ‘you’ then I’ then ‘you’ then ‘I’. And on the other hand, through
the choice of speech function: command (specifically, a request) and
offer (specifically an undertaking). The command is realised grammat-
ically as an imperative clause: drink to me only with thine eyes, leave
a kiss within the cup. The offer is realised grammatically as a declara-
tive, with Subject I plus the modal will: T will pledge with mine, I'll

" not ask for wine.

These represent the tenor, the personal relationships that are in-
volved, with their encoding in an elaborate metaphor as ‘you do this
and I’ll do that, or you do this and I'll do that’. And this in turn stands
as a symbolic representation of the conventional relationship that is
always present in this genre, the convention of the reluctant mistress,
the one who has to be persuaded and cajoled. So just as we were able
to recognise certain lexico-grammatical features as particularly reflect-
ing the field, namely those that we identified as carrying the experien-
tial meaning, so also we can recognise other lexico-grammatical features
as particularly reflecting the tenor, namely those that we identified as
carrying the interpersonal meanings. In other words, the tenor is ex-
pressed through the interpersonal function in the semantics.

Finally, when we come to the mode of discourse, that of lyric
poetry in a genre associated with the metaphysical poets, this clearly
determines, apart from the metric pattern, also the choice of the themes.
It is a general feature of lyric poetry that it is strongly person-oriented
in its themes, so that typically the poet and the person spoken to are
thematic — ‘I’ and ‘you’ come first. Moreover the poem is clearly a self-
contained text; this is reflected in the strong internal texture, in the
balance that we noticed between the first two pairs of clauses. All these
features together reflect the mode. Once again, therefore, we can make
a general observation that the mode is typically reflected in lexico-
grammatical features that we were able to identify as carrying the tex-
tual meanings. The mode is expressed through the textaal function in
the semantics.

Summarising these last few paragraphs, we can formulate the rela-
tionship between the situation and the text as in Figure 2.4.



see Text 1.2,
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Figure 2.4 Relation of the text to the context of situation

SITUATION: TEXT:
Feature of the context (realised by) | Functional component of
semantic system

Field of discourse
(what is going on)

Experiential meanings
(transitivity, naming, etc.)

Tenor of discourse

Interpersonal meanings
(who are taking part)

(mood, modality, person, etc.)

Mode of discourse
(role assigned to

Textual meanings
(theme, information, cohesive

language) relations)

Functions and meanings in a text

The kind of pattern we have found in our line of verse, whereby we
could relate the elements of the context to the components of meaning
in the text in a systematic way, is not just an artifact of that particular
text, but is, in fact, a general feature of all texts. For an example of
a text of a very different kind, let us look again at the extract from
the broadcast talk given by the Bishop of Woolwich. This was a dis-
cussion of the nature of Christian belief and of the defence of this be-
lief in the face of twentieth-century atheism; and we characterised its
field, tenor, and mode in the following terms:

Field: Maintenance of institutionalised system of beliefs; religion
(Christianity), and the members’ attitude towards it; semi-
technical

Tenor: Authority (in both senses, i.e. person holding authority, and

specialist) to the audience; audience unseen and unknown
(like readership), but relationship institutionalised (pastor
to flock)

Mode: Written to be read aloud; public act (mass media: radio);
monologue; text is whole of relevant activity
Lecture; persuasive, with rational argument.

Let us see what there is in this text that reveals the various fea-
tures of its context. Relating to the field, we have again most obviously
the vocabulary —words in their function as names. There are lexical
items expressing the meaning of Christianity and the maintenance of
beliefs: not only the terms God and Christian, but ‘also arheism and
believer and expressions such as motives impelling [one] to question.
There are also words to do with attack, and with resistance under at-
tack. The military metaphor is foregrounded, as it always has been in
Christian writings, where the concept of the embattled Christian is to
the fore; so there is the word thrust, and if we added in the next two
sentences following the extract, we should find the words defence and
advance and surrender.

But once again it should not be implied that the experiential mean-
ing is carried solely by the vocabulary. Words, in their function as
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names, are really an aspect of the transitivity patterns in the grammar,
the types of process that are being talked about; and it is these that
really carry the experiential meaning. In this text, as one would expect
from looking at the field of discourse, we find mainly two kinds of
process:

1. On the one hand there are the mental processes reflecting what is
a highly thoughtful piece of discourse, processes expressed by words
such as take seriously, answer, expose oneself to, question, and con-
sider. The importance of these is not the particular words so much
as the fact that they are all expressions of a single kind of process
in the language, namely that type of mental process which implicit-
ly can be verbalised. They are thoughts that can be said aloud. It
is their function in the semantic system of English that is foreground-
ed here.

2. The second kind of process found in this text, again as is to be ex-
pected, is the relational process: the argument centres around prob-
lems of existence and attribution, and these are expressed through
relational processes with verbs such as represent and be. So the field
of discourse is clearly seen in the patterns of transitivity, which are
the primary linguistic expressions of the experiential function.

The tenor, as we saw, is that of the pastor to the flock; this is typi-
cally reflected in the sequence ‘I ask you (to do something)’ and then
‘et us (do something together)’. In other words, the interaction is of
the form ‘Here I am, the pastor. There are you, the flock. I am inviting
you to do something; but I want you to see this as something that we
are involved in together. So let us ... (consider these in turn)’. And
this same motif is continued in subsequent passages, where the speak-
er refers, for example, to their upbringing and ours; here ours means
‘yours and mine’, an inclusive we being intended.

Then there is the mood, the expression of speech function in the
grammar, which shows an interesting pattern. The Bishop speaks as
an authority; and he is, as I pointed out, an authority in both senses
of the term. He is a specialist: that is, an academic authority, a the-
ologian. But he is also a pastoral leader, an authority in the Church.
His role as a specialist is encoded in declarative clauses, where the sense
is ‘this is how things are, and this is the explanation’. His role as a lead-
er is encoded in imperative clauses, where the sense is ‘this is what you
(and 1) should do about it’; and indirect imperatives of various kinds
(for example, The Christian should take atheism seriously). So the over-
all impact is twofold: “This is the situation; I tell you as a specialist.
This is what should be done; I tell you as a leader’. So again the tenor,
the relationship between the speaker and his audience, is reflected in
grammatical patterns that express what we call the interpersonal
meanings.

Finally the mode is that of a written text—written to be spoken
aloud, but very carefully written. It is extremely simple grammati-
cally, and extremely dense lexically. This combination is a feature of
formal written language; it is the opposite of spontaneous spoken lan-
guage, which tends to be grammatically complex and lexically sparse.

this point will be
taken up more fully
in your coursebook
Spoken and Written
Language (Halliday
1985a)



This text is characterised by simple grammatical structures, with an im-
mense amount of lexical material packed into them. It is also a ration-
al argument. So it proceeds through conjunctives: therefore, with this
in mind, in turn, first, next, and so forth. It is highly textured, but main-
ly through its particular kind of cohesion.

Where there is anaphoric reference, as there always is in any tex-
tured material, it is typically anaphoric to the text. In other words, when
the words rhese and they and them occur, they refer not to people or
to things, but to passages in the preceding argument; and this is charac-
teristic of closely argued, rational discourse. So once again, the mode,
the particular part that the language is playing in the total event —the
nature of the medium, and the rhetorical function —are reflected in what
we have called the textual meanings, including the cohesive patterns.

This, I think, stated in its simplest terms, is the way in which
speakers make predictions about the meanings that are to be exchanged,
which was the point that I started from in the first section. Imagine
that you come in, as we often do in real life, to a situation that is already
going on. It does not matter what it is. It could be just a group of people
engaged in any kind of activity. You, as an individual,.come into this
group from outside. Very quickly, you are able to take part in the inter-
action. How do you do this? You do it, I suggest, by constructing in
your mind a model of the context of situation; and you do so in some-
thing like these terms. You assign to it a field, noting what is going
on; you assign to it a tenor, recognising the personal relationships
irivolved; and you assign to it a mode; seeing what is being achieved
by means of language. You make predictions about the kinds of
meaning that are likely to be foregrounded in that particular situation.
So you come with your mind alert, with certain aspects of your language
ready foregrounded, ready to be accessed, as it were, for taking part
in this interaction. Something like this, I think, must be going on. Other-
wise, it would be impossible to explain how it is that in real life we
do so readily join in and take part in a situation that previously we
knew nothing about.
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Chapter 3

Register variation

Introduction

In the earlier chapters, I sought to develop a number of theoretical ar-
guments. These could be summarised as follows:

1. The notion of ‘context of situation’. This can be interpreted by me-
ans of a conceptual framework using the terms ‘field’, ‘tenor’, and
‘mode’: or, more fully expressed, field of discourse, tenor of dis-
course, and mode of discourse. These were the abstract components
of the context of situation, if we look at it semiotically, as a con-
struction of meanings.

2. The notion of ‘functions of language’. These may be identified as
the functional components of the semantic system of a language:
(a) ideational, subdivided into logical and experiential; (b) interper-
sonal; and (c) textual.

3. The systematic relationship between the two. There is a correlation
between the categories of the situation and those of the semantic
system, such that, in general terms, the field is reflected in the ex-
periential meanings of the text, the tenor in the interpersonal mean-
ings, and the mode in the textual meanings. We could express this
the other way round by using a complementary metaphor and say-
ing that experiential meanings are activated by features of the field,
interpersonal meanings by features of the tenor, and textual mean-
ings by features of the mode.

These were discussed briefly in relation to Text 1.2. I propose now
to discuss them more fully in relation to another text, Text 3.1, be-
cause this is an example where we can see very clearly the relationship
between the situational and linguistic categories.

Linguistics and situational features of context

Nigel, aged 1 year 11 months, plays with a wooden train on the floor
while he talks to his father.
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types of process

Text 3.1

Nigel: [small wooden train in hand, approaching track laid along a plank
sloping from chair to floor]
Here the railway line ... but it not for the tréin to go on that.

Father:isn’t it?

Nigel: Yes tis ... | wonder the train will carry the lorry.
[puts train on lorry (sic)]

Father:| wonder.

Nigel Ohyesitwill ... I don't want to send the train on this fldor . . . you
want to send the train on the railway line [runs train up plank to chair]
... but it doesn’t go very well on the chair [makes train go round
in circles]. The train all round and round . . . it going all round and
rbund . . . [tries to reach other train] . . . have thattrain . . . have the
blue trdin [ =‘give it to me'; F. gives it to him] . . . send the blue train
down the railway lfine . . . [plank falls off chair] It me put the railway
line on the chair [="you put the railway line on the chair!’; F. does
so] . . . [looking at blue train] Daddy put séllotape on it {'previously’]
... there a very fierce lion in the train . . . Daddy go and see if the
lion still thére ... Have your éngine ['give me my,enginel’].

Father:Which engine? The little black engine?

Nigel: Yés ... Daddy goand find it for you . . . Daddy go and find the black
éngine for you.

Intonation: * = falling tone; * = rising tone; ~ = falling-rising tone. Tonic nucleus

falls on syllables having tone marks; tone group boundaries within an utterance shown
by ...

Situation

Field: Child at play: manipulating movable objects (wheeled ve-
hicles) with related fixtures, assisted by adult; concurrently
associating (1) similar past events; (2) similar absent objects;
evaluating objects in terms of each other and of processes
in which they are involved; and introducing imaginary ob-
jects into the play.

Tenor: Small child and parent interacting: child determining course

of action, (1) announcing own intentions; (2) controlling ac-

tions of parent; concurrently sharing and seeking corrobo-
ration of own experience by verbal interaction with parent.

Spoken, alternately monologue and dialogue, task-oriented;

pragmatic, (1) referring to processes and objects in the sit-

uation; (2) relating to and furthering child’s own actions;

(3) demanding other objects; interspersed with narrative and

exploratory elements.

Mode:

Field of discourse of a text

What semantic features of the text can we explain by reference to fea-
tures of the situation?

1. Firstly, the manipulation of objects is clearly expressed in the lan-
guage through the types of process that are being talked about, which
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are all processes of either existence and possession, or movement
and location.

Processes to do with existence and possession are involved when Nigel
is talking about giving and having and finding and being. Processes
to do with movement and location are those where he talks about
sending and carrying, or going and putting.

2. Secondly, we have in the text the particular grammatical structures
associated with these process types, determining the participants that
are involved in them. Thus there are structures involving two par-
ticipants, one person and one object, for example when Nigel moves
the train, or the father gives the train to him.

3. Thirdly, there are particular names of objects involved in the con-
text of situation. These include, for example, things like train and
engine and lorry, and accompanying features including the identify-
ing terms biue and black, pieces of furniture, the chair, the floor,
the railway line, and so on. '

4. Fourthly, there are past events recalled by Nigel as he plays. Hence,
there is a system of time reference, so that both past time and present
time are involved.

5. Finally, Nigel is also evaluating the objects, as good or suitable or
efficient, and so we have expressions such as it will go and go well.

All of these choices in the linguistic system belong to what we have

called the experiential component, those meanings that express our ex-

perience of the world around us and inside us; and these reflect the field,
the content in the sense of what is going on at the time. The child is
playing with his toys and sharing the experience with someone else.

The experiential systems in Text 3.1 are shown diagrammatically
in Figure 3.1.

Tenor of discourse of a text

If we consider the tenor, the personal relationships involved, we see .

a similar type of systematic relationship between the categories of the
situation on the one hand and those of the text on the other.

1. Firstly, the interaction between parent and child is most directly ex-
pressed in terms of the person selections in the grammar. In this par-
ticular child’s grammar, at this age, he refers to himself as you and
to his father as Daddy; so the two personal forms are you, meaning
‘me’, and Daddy.

2. Secondly, Nigel is determining the course of action—he is the one
who is carrying the play forward; and this is expressed through the
choice of mood, again of course in terms of the child’s grammar
at the time. He has statements and questions on the one hand, and
demands on the other.

As far as the demands are concerned, the child announces his own
intentions, and these are expressed through his current version of
the first-person imperative, namely you want to, which means ‘I want
to’; but he is also controlling the actions of the parent, and this is

choice of mood
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Figure 3.1 Experiential systems in Text 3.1

processes

(transitivity) ﬁ

relevant
objects

~

process type

k structure

—~capable

modulation —=1-suitable

efficient

present
time ——-——»[
past
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participant —3»

~movable ——

~PpOSsess
relational ——————»
L exist
in
~be located‘>|:
on
material:d 3
spatial straight
move
in circle

person as agent

object as agent

—two parti- /

cipants benefactive
|:(neutral) S

Lone parti-

cipant

~(type of vehicle)

L (identifying property)

Limmovable (type
of furniture)

Realisations in text:

be located/2 participants put

be located/1 participant be (in, on)
be located: in in

be located: on on
move/2 participants: person send
move/2 participants: object carry
move/1 participant go .
move: straight down
move: in circle round and round
possess/2 participants [give]
possess/1 participant have
exist/2 participants Sind

exist/1 participant be (there’s)

benefactive (‘for me’) for you
movable: type of vehicle train, engine, lorry
movable; identifying property  blue, black

immovable chair, floor,
railway line

capable . will

suitable (be) for

efficient (go) well

past (past tense)

present (present tense)

expressed through the other form of the imperative, namely want
Daddy to, which is the form addressed to the second person mean-

ing ‘I want you to’.

As for the statements and questions, the child is sharing his ex-
perience with the parent; that is to say, he is verbalising his own ex-
perience of the play and using this as a means of checking, saying
what he is doing so that the parent has the chance of agreeing or
else contradicting if he thinks this is not an appropriate way of
representing what is going on. Hence there are the statement and
question forms in the dialogue with the function of asking and agree-

ing and contradicting.

Thus the systems of mood and person, which are interpersonal sys-
tems in the language, reflect very closely the father—child relationship
and the form that the interaction is taking between them. These are
shown diagrammatically in Figure 3.2.

Figure 3.2 Interpersonal systems in Text 3.1

~statement/
—~ question

speech roles —3»
(mood)

~speaker
person —————3»

L addressee

positive
polarity —»[
L negative

monologue
(state)

ask

dialogue ————-»l: agree
answer ——.»'
I want to
Ldemand~—->[
I want you to

contradict

Realisations in text:

statement/question

demand

monologue/positive
monologue/negative

ask

answer [cf. textual component]

1 want to/positive

1 want to/negative

I want you to

speaker
addressee

(falling tone)
(rising tone)
(indicative)
(indicative + )not
I wonder (+
indicative)
yes[/no] (+
indicative)
(I/you) want;
(subjectless
non-finite, e.g.
have that)
(I/you) don’t
want
let me [sic],
{proper name)
(I/you want
(proper name) o)
I; you [sic]
you; (proper name,
e.g. Daddy)
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exophoric items
refer to items
outside the text

theme

Mode of discourse of a text

The mode is, of course, spoken language, spontaneous speech alter-
nating between monologue and dialogue. It is strongly pragmatic and
task oriented. That is, it is related very closely to the task in hand, the
actual manipulation of the objects, passing them to one another, and
so forth.

1. The fact that this is dialogue is reflected clearly in the elliptical forms,
the question-and-answer sequences involving ellipsis of one kind or
another, like Which engine? The little black engine? — Yes.

2. The fact that the language is pragmatic and task oriented is reflect-
ed in the exophoric use of pronouns like if and that referring to the
objects in the situation, in particular the trains.

3. The ongoing connectedness of the monologue is expressed through
the patterns of anaphoric reference, pronouns referring back to items
within the text, and also through occasional conjunctions linking
one process to another, in this case the child’s use of but.

4. The theme structure is interesting. The way that the text is further-
ing the actions of the child is seen clearly in the therhatic structure
of the clauses; if we look at what is the theme in all these clauses,
we find that when the child is making a demand, then the theme is
either the child himself, or the parent, depending on who is the fo-
cus of the imperative, whether it is ‘I want to’ or ‘I want you to’.
In those clauses that have two participants, one object and one per-
son, then typically the child himself is the theme; and this reflects
the fact that it is the child who is manipulating the train and other
things. But where there is only one participant in the process, then
the theme is the object: the lorry, the train, the railway line, or
whatever it is.

5. Finally, the orientation to the task is seen in the patterns of the lexis:
not the choice of individual words (which refiects the field), but the

_ repetition of words and the collocation of one word with another —

" that is, the way in which the relationships among lexical items cre-
ate cohesion throughout the text.

All these aspects of the texture, the meanings derived from the tex-
tual component, reflect the mode, the particular role that is assigned
to the text in the situation: what the child is making the language do
for him in that particular context. These are shown diagrammatically
in Figure 3.3. .

Figure 3.4 shows the relation of the semantic to the situational
features of Text 3.1. -

Text and context: predicting the
one from the other

Our discussion of Text 3.1 has served as another example of how we
can take a particular passage of text, analyse it in terms of its grammar
and semantics on the one hand and in terms of the context of situation
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Figure 3.3 Textual systems in Text 3.1
Systems:

' child
(- ) ~person theme ——»[
theme —————3»| parent

Lobject theme

demonstrative
—to situation
~reference » (exophoric)

(objects) | possessive
' to text
(anaphoric)

~adversative
.  cont . 7
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(dialogue)
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. repetition of lexical items

. lexical collocations

distribution into text units

. distribution into ‘given’ and ‘new’ (information

lexical cohesion:
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(S Bl S Rl

L treated as recoverable/non-recoverable) within
each unit

Realisations in text:

person theme: child I/you (initial): subjectless
(non-finite)

(proper name initial)

(object name initial)

this, that, the, here

person theme: parent
object theme
exophoric: demonstrative

exophoric: possessive your (‘my’)
anaphoric it, that, the
adversative but; (fall-rise tone)
ellipsis: ‘yes/no’ yes[no]

ellipsis: modal (modal element, €.g.

it Is, it will)

lexical: repetition of items (e.g. train ... train)
lexical: collocations (e.g. chair ... floor;
train ... railway line)

information structure: text units | (organisation in tone groups)
information structure: given-new | (location of tonic nucleus)

on the other, and then see how the two relate together. It is this corre-
lation between the features of the text and the features of the situation
that justifies our analysis of the situation in terms of these concepts
of field, tenor, and mode. We use this theoretical model because it helps
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Figure 3.4 Relation of semantic to situational features in Text 3.1
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% |furthering child’s actions theme (in conjunction with transitivity
§ and mood; typically, parent or

child in demands, child in two-
participant statements, object in
one-participant statements)

orientation to task lexical collocation and repetition

spoken mode information structure

us to interpret the features that we actually find in the text. This is sim-
ply our way of explaining what the members of the culture, the par-
ticipants in any given context of situation, actually do themselves.

, The participants in a culture make use of this close relationship
between the text and the situation as a basis for their own interaction.
I have used the term ‘prediction’ to refer to this, and it is perhaps im-
portant to make one point clear. I am not saying, of course, that either
the participant in the situation, or the linguist looking over his or her
shoulder, can predict the text in the sense of actually guessing in ad-
vance exactly what is going to be said or written; obviously not. What
I am saying is that we can and do (and must) make inferences from
the situation to the text, about the kinds of meaning that are likely to
be exchanged; and also inferences from the text to the situation. In the
normal course of life, all day and every day, when we are interacting
with others through language, we are making these inferences in both
directions. We are making inferences from the situation to the text,
and from the text to the situation.

There are instances where we have only one or the other to go on;
and then, of course, we have to make inferences in one direction only.
So there are certain kinds of text —literary text is an obvious example —
in which there is no situation except the external situation of ourselves
as readers, and we have to construct the inner situation entirely from
our reading of the text. On the other hand, there are instances where
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we find ourselves for some reason or another as if we were dropped
from Mars into the middle of some ongoing situation; we simply have
to do a quick survey of what is happening, and this enables us to zero
in on the meanings and to make predictions about what is likely to be
said.

Let me give some brief examples that will show what 1 mean by
inferring the situation from the text. If you are a speaker of English,
then from these short passages you will be able to make certain infer-
ences about the context of situation in which each might have occurred:

¢ If you come across once upon a time, then you know immediately
that you are being told a traditional story, probably a children’s story.
There is no other context in which that expression is used. You can
therefore predict quite a lot not only about what is going to follow,
but also about the situation in which that is actually being used, typi-
cally, let us say, someone reading out a story to a small child.

» If you see this is to certify that (you only see that in writing, you
never hear it), it always means that some impersonal letter is being
started, usually a letter that is going to certify that some individual
holds certain qualifications or has performed certain actions.

o If you hear four hearts, it is probably not something taken from
a teenage romance novel, but a bid in a game of bridge: it can only
occur at certain points in a certain card game.

o If you hear on your marks, then you know that it is a sports occa-
sion at a school, probably a primary school, and that a race is about
to begin; the teacher starting the race is saying on your marks, get
set, go.

o If you hear 30 please, it could be in a shop, but it is more likely
to be on some form of public transport where the cost of the ticket
is 30c; the meaning is ‘I want one 30c ticket, please’.

o If you hear just a trim, is it?, that can only be at the men’s barber’s
shop, where the barber, hoping perhaps that he is not going to have
to work too hard, starts off by asking you if all you want is a trim.

o Rail strike threat averted: that can only be a newspaper headline.
It would never be spoken, even in a broadcast news bulletin; it has
the special grammar that is typical of headlines.

o If you hear 348-1929, that is likely to be the announcement of a
telephone number; there are not many other contexts in which you
string out a lot of numbers like that.

o Sea slight on a low swell: this comes from a weather report, and
you can not only tell that but you can also say something about what
part of the world it probably comes from, because it is likely to be
a weather report in some area where people do a lot of sailing and
need to be inforined what the conditions for sailing are like in the
open sea. ’ .

o Hands up all those who’ve finished is likely to be in a primary school
classroom, where children are asked to put their hands up to give
a signal that they have something to say, or have done whatever was
expected of them.

We are getting away from fixed phrases, into more open-ended
examples; but the context is still clear. For example, add the eggs one
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register is a semantic
concept

at a time, beating well in between — that can only come from a cook-
ery recipe; there is no other plausible context for it. From here, a short
walk takes you to the fountain— that can only be from a tourist guide.
There is no other place that you will find that kind of grammar.

You will notice that it is not just the content, the experiential mean-
ing alone, that indicates the provenance of the text. One has to take
account of everything in it: the particular structures that are used; the
forms of the sentences, and whether they are elliptical or not; what rela-
tionships there are between the words, and so on. Body relaxed, arms
swinging from the shoulders—that comes from the health manual in
which you are told how to perform your daily exercises. Here is one
that I do not understand at all—yet I could tell what kind of source
it comes from, even though I have no idea what it means: Remove bat-
tery holding down bolts, or hook bolts at both ends of battery. This
must come from an instruction manual issued to somebody who is in-
stalling or assembling appliances of some kind. No doubt he or she
would know enough to understand it, which I do not.

I have given short and rather clearcut examples, but they are not
untypical: a great deal of our verbal interaction does inyolve clearly
defined speech events of this kind. We are frequently involved in uses
of language in which we only need half a dozen words and we can tell
immediately what the context of situation is. If I cite longer passages,
then we will be able to include not only specific uses of language like
these but everyday discourse as well.

For example, you might hear something like this: ‘Well, I've come
to see you because I've been having this pain. Had it on and off for
ever such a long time and never done anything about it. Tried to forget
about it, really, I suppose’. That will probably be a middie-aged or elder-
ly woman describing her symptoms to the doctor. It is a woman’s lan-
guage rather than a man’s language. It is an old person’s language rather
than a young person’s. It is in a private doctor’s clinic rather than a
hospital; and so on. We can reconstruct a lot about the situation just
by attending to that little bit of text.

Any piece of text, long or short, spoken or written, will carry with
it indications of its context. We only have to hear or read a section
of it to know where it comes from. This means that we reconstruct from
the text certain aspects of the situation, certain features of the field,
the tenor, and the mode. Given the text, we construct the situation from
it. :

<

The concept of ‘register’

In order to incorporate this into our general theory, we need the con-
cept of a variety of language, corresponding to a variety of situation:
a concept of the kind of variation in language that goes with variation
in the context of situation. This therefore is the point at which we need
to bring in the notion of a REGISTER.

A register is a semantic concept. It can be defined as a configura-
tion of meanings that are typically associated with a particular situa-
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tional configuration of field, mode, and tenor. But since it is a
configuration of meanings, a register must also, of course, include the
expressions, the lexico-grammatical and phonological features, that typi-
cally accompany or REALISE these meanings. And sometimes we find
that a particular register also has indexical features, indices in the form
of particular words, particular grammatical signals, or even sometimes
phonological signals that have the function of indicating to the par-
ticipants that this is the register in question, like my first example once
upon a time. ‘Once upon a time’ is an indexical feature that serves to
signal the fact that we are now embarking on a traditional tale.

Variations in kinds of register

The category of register will vary, from something that is closed and
limited to something that is relatively free and open-ended. That is to
say, there are certain registers in which the total number of possible
meanings is fixed and finite and may be quite small; whereas in others,
the range of the discourse is much less constrained.

Closed registers

One example of a register in which the number of meanings was small
was that which was familiar to those who were in the armed services
during the Second World War. The set of messages that one was al-
lowed to send home from active service by cable was strictly controlled,
and the number was very limited, somewhere around a hundred, though
you could combine two or three together and say things like ‘Happy
birthday and please send DDT’. Since the total number of messages
was limited, there was no need for the message itself to be transmitted;
the only thing that was transmitted was a number. That particular mes-
sage might be transmitted as ‘31, 67 or something of that kind. It is
a characteristic of a closed register, one in which the total number of
possible messages is fixed and finite, that it is not necessary to send
the message; all you need to transmit is an index number.

That kind of register is, of course, an extreme case; we could refer
to it by the term introduced by Firth as a RESTRICTED LANGUAGE. It
is a kind of register in which there is no scope for individuality, or for
creativity. The range of possible meanings is fixed. Most registers are
not like that; but there are some that we meet with in daily life that
are near that end of the scale. For example, consider the International
Language of the Air, which air crew have to learn in order to act as
pilots and navigators on the international air routes today. They have
to communicate with ground control, they have to use a fixed lan-
guage in which to do so, and they have to keep the total messages wi-
thin a certain range. They will not start discussing the latest fashions,
or anything of that kind.

Many of the languages of games are of this restricted nature, like
the bidding system in bridge that I referred to earlier. There are only
a certain number of possible messages, like ‘four hearts’. Of course,
you can start chatting about other things in the middle of the game;
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open registers

the registers of
classroom

no registers are
entirely open

but then you are going outside the register. The register itself is res-
tricted. Some such registers are interesting because they actually have
a special language, which reflects their origins in the culture: in the West,
for example, the register of musical scores is Italian, because Italian
was the language through which musical culture spread around Europe
in the fifteenth century. The language of menus, which is also a fairly
restricted register, has traditionally been French.

More open registers

Coming to somewhat more open varieties, we can recognise the lan-
guage of minor documents like tickets, and of official forms. Then in
English-speaking countries we have a special register for verses on greet-
ing cards, which are sent to people on their birthdays or other personal
occasions. They are probably written by computer. Rather more open
than these are the registers of headlines, and of recipes; still more open-
ended, the registers of technical instructions, and of legal documents.
Then there are the various transactional registers, like those of buying
and selling at an auction, in a shop, or in a market; and the register
of communication between doctor and patient.

There are styles of meaning associated with these registers, which.

simply have to be learnt. Medical students coming from overseas to
English-speaking countries generally learn the technical language quite
easily; but when it comes to having to communicate with the patients,
they often have a great deal of difficulty, because this is a very different
register, and one that is not taught in the textbooks. It is now being
specially studied, with a view to helping foreign students to learn it.

Another register, or set of registers, to which a lot of attention
is now being paid is the language of the classroom: the language used
between teacher and pupils in primary and secondary schools. There
is often quite some difference between these two levels in English-
speaking countries, and one of the things that children find most difficult
about the transition from primary school to secondary school is the
need to learn a new set of registers, embodying a new pattern of rela-
tionship between teacher and taught.

We are now approaching the other end of the register scale. Con-
sider our various kinds of conversational strategies, the forms of dis-
course that we use in everyday interaction with other people when we
are trying to persuade them or entertain them or teach them or whatever
it is we want to do. These are the most open-ended. kind of register,
the registers of informal narrative and spontaneous donversation. Yet
even these are never totally open-ended. There is no situation in which
the meanings are not to a certain extent prescribed for us. There is al-
ways some feature of which we can say, ‘This is typically associated
with this or that use of language’. Even the most informal spontane-
ous conversation has its strategies and styles of meaning. We are never
selecting with complete freedom from all the resources of our linguis-
tic system. If we were, there would be no communication; we under-
stand each other only because we are able to make predictions,
subconscious guesses, about what the other person is going to say.
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Registers and dialects

Registers and dialects are two sorts of variety of a language.

A dialect, or dialectal variety, can be defined as a variety of lan-
guage according to the user. That is, the dialect is what you speak
habitually, depending in principle on who you are; and that means where
you come from, either geographically in the case of regional dialects,
or socially in the case of social dialects. In modern urban life, of course,
the dialect pattern is predominantly a social one, so that dialect varia-
tion reflects the social order, in the particular sense of the social
structure.

A register we can define as a variety according to use. In other
words, the register is what you are speaking at the time, depending on
what you are doing and the nature of the activity in which the language
is functioning. So whereas, in principle at least, any individual might
go through life speaking only one dialect (in modern complex societies
this is increasingly unlikely; but it is theoretically possible, and it used
to be the norm), it is not possible to go through life using only one
register. The register reflects another aspect of the social order, that
of social processes, the different types of social activity that people com-
monly engage in.

Hence, in principle, dialects are saying the same thing in different
ways, whereas registers are saying different things. So dialects tend to
differ not in the meanings they express but in the realisations of these
meanings at other levels —in their grammar, in their vocabulary, in their
phonology, in their phonetics. On the other hand it is precisely in their
meanings that registers are differentiated from each other. Of course
they must also differ in grammar and in vocabulary, because grammar
and vocabulary are what express the meanings; but this is simply a con-
sequence of the difference in semantic potential. Registers do not usually
differ in phonology, although some registers do acquire distinctive voice
qualities.

The extreme cases of dialectal differentiation are phenomena like
anti-languages (dialects of criminal or other opposed subcultures) and
mother-in-law languages (dialects for addressing those in a counterposed
kinship relation). Such dialectal varieties have a special function in a
culture, reflecting some sharp division within the social structure. Ex-
treme cases of register differentiation are those I have been referring
to as ‘restricted languages’, registers that have developed for some spe-
cial purpose, which itself is narrowly restricted. These are the extreme
cases. °

Most of the time in everyday life we meet with intermediate cases.
In dialects, we meet with subcultural varieties, dialects that reflect castes
or social classes, or the distinction between town and country, or be-
tween parents and children, old and young, male and female, and so
on. On the register side, the intermediate varieties are those technical
and institutional registers such as doctor-patient communication, class-
room discourse, and the like. These are less closed than weather reports
and recipes, but less open than informal discussions among friends and
colleagues.
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literary texts

The concepts of dialect and register are mutually defining, so that
a functional relationship exists between the two. Registers are the seman-
tic configurations that are typically associated with particular social con-
texts, defined as we have defined them in terms of field, tenor, and mode.
They vary from, at one end, the kind of action-oriented registers in
which there is a lot of activity and little talk, sometimes referred to
under the name of ‘language in action’, to the talk-oriented registers
in which most of the activity is linguistic and there is not much else
going on.

But there is, also, a close interconnection in practice between
registers and dialects. There is a division of labour in society: different
social groups, speaking different dialects, engage in different kinds of
activity. As a consequence of this, certain registers come to be associated
with certain dialects. In a typical Western society, if you are using the
bureaucratic register you switch on the standard dialect; no matter what
dialect you speak at other times. And, on the other hand, different so-
cial groups often tend to have different conceptions of the meanings
that are appropriate to given contexts of situation —that is, they have
what Bernstein (1971) refers to as different coding orientations. So there
are various lines of interconnection between dialect and register; but
conceptually the two are distinct. See Table 3.1 for a summary of the
differences between dialect and register.

When we face a particular text, in order to interpret it in relation
to its context, we assign it to some register. We see it as an instance
of that particular functional variety. Clearly, from one point of view,
every text is different from every other text. Even if the same words
have been spoken or written thousands and millions of times before,
each instance is in a certain sense unique. Some texts are truly unique
and are indeed highly valued for their uniqueness; it is this property
we have in mind when we say that something belongs to the rather
vaguely defined category of ‘literature’. A literary text is a text that is
valued in its own right, which must mean that it differs from all other
texts.

But at the same time it is also true that every text is in some sense
like other texts; and for any given text there will be some that it resem-
bles more closely. There are classes of texts, and this is what gives us
the general notion of a register. The feeling we have, as speakers of
language, that this text is like that one is simply a recognition that they
belong in some respect to the same register.
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Table 3.1 Varieties in langliage

Dialects (‘dialectal varieties’) Registers (‘diatypic varieties’)

Variety ‘according to use’
register is ‘what you are
speaking (at the time)’
i.e. determined by what you are
doing (nature of activity in
which language is functioning)

Variety ‘according to user’
dialect is ‘what you speak
(habituallyy
i.e. determined by who you are
geographically or socially
(region &/or social class of
origin &/or adoption)

register reflects social order
in sense of social process
(types of social activity)

dialect reflects social order
in sense of social structure
(types of social hierarchy)
Hence in principle registers are
saying different things

So registers tend to differ in:

Hence in principle dialects are
saying the same thing differently

So dialects tend to differ in:

phonetics semantics
phonology and therefore in grammar &
vocabulary vocabulary (as expression of

meanings) but rarely in pho-
nology (some require special voice
qualities)

grammar (to a certain extent)

but not in semantics

The extreme case of register
differentiation is:

The extreme case of dialectal
differentiation is:

restricted languages
languages for special purposes

‘anti-languages’
‘mother-in-law languages’

Intermediate cases are: Intermediate cases are:

subcultural varieties occupational varieties

caste or social class technical (scientific, techno-
provenance (rural/urban) logical)

generation (parents/children) institutional (e.g. doctor-patient)
age (old/young) other contexts having special

sex (male/female) structures & strategies

(e.g. classroom)

Note: Members of a community Note: Registers are the semantic
often hold strong attitudes towards configurations that are typically as-
its dialects, owing to the function sociated with particular social con-
of dialect in the expression and texts (defined in terms of field,
maintenance of social hierarchy. tenor, and mode). They may vary
One dialect may acquire special sta- ¢ from ‘action-oriented’ (much action,
tus as symbolising the values of the ! little taik) to ‘talk-oriented’ (much
community as a whole. talk, little action).

BUT there is close interconnection between registers and di-
alects; so there is no very sharp line between the two. There
is ‘division of labour’: different members have different so-
cial roles — so certain registers demand certain dialects (e.g.
bureaucratic register: standard dialect), and on the other
hand different social groups may tend to have different con-
ceptions of the meanings that are exchanged in particular
situations (Bernstein’s ‘codes’).
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Coda

Text, context, and learning

Text as a metafunctional construct

We study language partly in order to understand language and how
it works, and partly in order to understand what people do with it. The
two questions are closely connected: the way language is organised has
been determined, over the million and more years of its evolution, by
the functions it is called on to serve. Like any other tool, it is shaped
by its purposes. A ‘functional’ theory of language is a theory that brings
this out.

From a very early age, before even the human child has started
learning the ‘mother tongue’, he —we will call it ‘he’—discovers that he
can engage in acts of meaning. He can understand symbols that are
addressed to him, and he can construct symbols that those around him

will understand. Typically, by the time he is one year old, a baby has

mastered the principle of such acts of meaning: that they have two basic
functions — for doing, and for learning. Like the office memorandum,
language is either ‘for action’ or ‘for information’.

You address a symbol to someone, by gesture, or by voice, either
because you want them to do something for you—play with you,
perhaps, or hand you something out of your reach; or because you are
learning about the world and your place in it—noting what interests
you and what you recognise as familiar, and sharing your experiences
with them. And this dual motif becomes the prime strategy for master-
ing the mother tongue, the language of the adult world.

These are the two ways of meaning that lie behind the various func-
tional approaches to language that we described in Chapter 2. They
are the so-called METAFUNCTIONS of systemic theory, which we refer
to as INTERPERSONAL and IDEATIONAL. (The term ‘experiential’, used in
the descriptions, is simply the ideational metafunction minus the ab-
stract logical component.) The interpersonal is the doing function; the
ideational is the learning or thinking function. But these are not sim-
ply more fancy names for the same things. The meaning of metafunc-
tion is ‘that part of the system of a language— the particular semantic
and lexico-grammatical resources—that has evolved to perform the
function in question’. As we saw throughout Chapter 2, in English (as
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in every other language), each of these metafunctions makes a clear
and distinctive contribution to the grammar. But it does so in a way
that is very different from the ‘either/or’ of the functional theories from
outside linguistics, according to which each utterance is either this or
that (either transactional or poetic-etc.). This sort of exclusive alter-
nation is true in an infant’s protolanguage, where each symbol is doing
only one thing. But it is not true of an adult language. Adult languages
are organised in such a way that every utterance is both this and that:
has both an interpersonal and ideational component to it. It does some-
thing, and it is about something. This is the basis of the ‘metafunction’
theory.

We also noted that there is a third metafunctional component in
language to which there is no corresponding function in the sense of
<use’—it is not a way of using language, but rather a resource for en-
suring that what is said is relevant and relates to its context. This we
refer to as the TEXTUAL metafunction.

To be able to read a text, or listen to it, effectively and with under-
standing, we have to able to interpret it in terms of all these metafunc-
tions. In other words, anyone who is learning by listening to a teacher,
or reading a textbook, has to:
1a. understand the processes being referred to, the participants in these

processes, and the circumstances — time, cause, etc. —associated with

them [EXPERIENTIAL];

1b. understand the relationship between one process and another, or
one participant and another, that share the same position in the text
[LocicaLl;

2. recognise the speech function, the type of offer, command, state-
ment, or question, the attutudes and judgments embodied in it, and
the rhetorical features that constitute it as a symbolic act [INTER-
PERSONAL]; and

3. grasp the news value and topicality of the message, and the coher--
ence between one part of the text and every other part [TEXTUAL].

By understanding the functional organisation of language, we are
enabled to explain success and failure in learning through language:
where a breakdown occurs, why it occurs, and how to overcome it and
prevent it from occurring again. We can also see how far the fault lies
in the learner and how far it lies in the language that is being used to
teach him or her.

Context of situation

All use of language has a context. The ‘textual’ features enable the dis-
course to cohere not only with itself but also with its context of situa-
tion. We have analysed the context of situation into three components,
corresponding to the three metafunctions. This enables us to display
the redundancy between text and situation —how each serves to predict
the other. The three components are:

1. field of discourse: the ‘play’—the kind of activity, as recognised in
the culture, within which the language is playing some part [predicts
experiential meanings];
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2. tenor of discourse: the ‘players’—the actors, or rather the interact-
ing roles, that are involved in the creation of the text [predicts
interpersonal meanings]; and

3. mode of discourse: the ‘parts’—the particular functions that are as-
signed to language in this situation, and the rhetorical channel that
is therefore allotted to it {predicts textual meanings].

The context of situation, as defined in these terms, is the immediate
environment in which a text is actually functioning. We use this notion
to explain why certain things have been said or written on this particu-
lar occasion, and what else might have been said or written that was not.

The reason for doing this, however, is not only retrospective but
prospective. Because of the close link between text and context, read-
ers and listeners make predictions; they read and listen, with expecta-
tions for what is coming next. When someone is reading or listening
in order to learn, the ability to predict in this way takes on a particular
importance, as without it the whole process is slowed down. The whole
point of a passage may be missed if the reader or listener does not bring
to it appropriate assumptions derived from the context of situation.

-

Context of culture

Much of the work of learning a foreign language consists in learning
to make the right predictions. If the student coming into school with
a first language other than English finds difficulty in using English to
learn with, this is likely to be in part because he has not yet learnt to
expect in English—to use the context in this predictive way.

The context of situation, however, is only the immediate environ-
ment. There is also a broader background against which the text has
to be interpreted: its CONTEXT OF CULTURE. Any actual context of situ-
ation, the particular configuration of field, tenor, and mode that has
brought a text into being, is not just a random jumble of features but
a totality —a package, so to speak, of things that typically go together
in the culture. People do these things on these occasions and attach
these meanings and values to them; this is what a culture is.

The school itself provides a good example of what in modern jar-
gon could be called an ‘interface’ between the context of situation and
the context of culture. For any ‘text’ in school—teacher talk in the class-
room, pupil’s notes or essay, passage from a textbook —there is always
a context of situation: the lesson, with its concept of what is to be
achieved; the relationship of teacher to pupil, or textbook writer to read-
er; the ‘mode’ of question-and-answer, expository writing, and so on.
But these in turn are instances of, and derive their meaning from, the
school as an institution in the culture: the concept of education, and
of educational knowledge as distinct from commonsense knowledge;
the notion of the curriculum and of school ‘subjects’; the complex role
structures of teaching staff, school principals, consultants, inspectorate,
departments of education, and the like; and the unspoken assumptions
about learning and the place of language within it.
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All these factors constitute the context of culture, and they deter-
mine, collectively, the way the text is interpreted in its context of situa-
tion. It is as well to know what we are assuming, as teachers, when
we stand up in front of a class and talk, or when we set pupils a task
like writing a report or an essay, or when we evaluate their performance
in that task.

We have not offered, here, a separate linguistic model of the con-
text of culture; no such thing yet exists, although there are useful ideas
around. But in describing the context of situation, it is helpful to build
in some indication of the cultural background, and the assumptions
that have to be made if the text is to be interpreted — or produced —in
the way the teacher (or the system) intends.

Intertextuality

The context of situation and the wider context of culture make up the
non-verbal environment of a text. We have spoken of these as ‘deter-
mining’ the text, stressing the predictability of the text from the con-
text; and this is an important perspective, since it helps us to understand
how people actually exchange meanings and interact with one another.
But in fact the relationship between text and context is a dialectical one:
the text creates the context as much as the context creates the text.
‘Meaning’ arises from the friction between the two.This means that part
of the environment for any text is a set of previous texts, texts that are
taken for granted as shared among those taking part. Again, the school
provides very clear examples. Every lesson is built on the assumption
of earlier lessons in which topics have been explored, concepts agreed
upon and defined; but beyond this there is a great deal of unspoken
cross-reference of which everyone is largely unaware.

This kind of INTERTEXTUALITY, as it is sometimes called, includes
not only the more obviously experiential features that make up the con-
text of a lesson but also other aspects of the meaning: types of logical
sequencing that are recognised as valid, even interpersonal features such
as whether a question is intended to be answered or is being used as
a step in the development of an argument. There are also likely to be
‘coded’ expressions that are carried on from one text to another, more
or less fomulaic sequences that may signal what is happening, or what
is going to happen next. That is why it is so difficult to come in the
middle of an ongoing discourse of this kind, such as joining in a new
class half-way through the school year. The problem can be eased if
the ‘intertextual’ assumptions can be made explicit — perhaps as a func-
tion of pupil solidarity, as when a newcomer is told ‘When Mr Smith
says “Well if there are no more questions”, it means he’s going to quiz
us on what he’s just been saying’.

At a deeper level the entire school learning experience is linked
by a pervading ‘intertextuality’ that embodies the theory and practice
of education as institutionalised in our culture. There is a sense in which
the classroom is one long text, that carries over from one year to the
next and from one stage of schooling to the next. Unfortunately most
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studies of educational discourse have tended to concentrate on the
mechanics of classroom interaction. Other study units in this program
are attempting to get at more fundamental aspects of the linguistic
processes by which school pupils learn.

Coherence

Finally we come back to the text itself; but at one level up, so to speak.
Every text is also a context for itself. A text is characterised by coher-
ence; it hangs together. At any point after the beginning, what has gone
before provides the environment for what is coming next. This sets up
internal expectations; and these are matched up with the expectations
referred to earlier, that the listener or reader brings from the external
sources, from the context of situation and of culture.

An important contribution to coherence comes from COHESION:
the set of linguistic resources that every language has (as part of the
textual metafunction) for linking one part of a text to another. In the
next three chapters we shall be discussing these resources as they ap-
pear in English, under the headings of (1) REFERENCE , (2) SUBSTITU-
110N and ELLIPSIS, (3) CONJUNCTION, and (4) LEXICAL COHESION. These
are the semantic relations that enable one part of the text to function
as the context for another.

A teacher is often called on to judge the coherence of a text. Most
typically, perhaps, when evaluating the pupils’ writing; and very often
all the pupil is told is ‘this doesn’t hang together’ —when what he needs
to know is why it doesn’t hang together, and how it could be made
to do so. Without an understanding of the linguistic resources involved
it is impossible to give the explicit help that is needed.

But there are other occasions besides. There are many instances
where it is the textbook that doesn’t hang together; and a critical lin-
guistic analysis of a difficult passage of a classroom text can be extraor-
dinarily revealing when the teacher is trying to find out where the
students’ problems arise. Every sentence may be impeccable in itself;
but if the preceding sequence of sentences does not provide a context
with which what follows can cohere then the effect will be one of con-
fusion: not simply I can’t understand this’, but ‘I can’t understand what
it is I can’t understand’.

Every part of a text, therefore, is at once both text and context.
In focusing attention on the language with which people learn, we
should be aware of both these functions. Each element in the discourse,
whether just one phrase or an entire chapter or a book, has a value
(1) as text, in itself, and (2) as context, to other text that is to come.
A functional grammar enables us to take both these into account.

Text, context, and learning
We have identified five periods in the cycle of text and context:

1. the text, as a metafunctional construct: a complex of ideational,
interpersonal, and textual meanings;
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2. the context of situation: the configuration of field, tenor, and mode
features that specify the register of the text;

3. the context of culture: the institutional and ideological background
that give value to the text and constrain its interpretation;

4. the ‘intertextual’ context: relations with other texts, and assumptions
that are carried over therefrom;

5. the ‘intratextual’ context: coherence within the text, including the
linguistic cohesion that embodies the internal semantic relationships.

All learning is a process of contextualisation: a building up of expec-
tancies about what will happen next. These include non-verbal expec-
tancies: if I wire this in here, that switch will operate there. But most
learning takes place through language, especially learning in school;
and the linguistic expectancies are critical to its success.

To succeed in mathematics, for example, I need to understand the
sentence:

Every regular polygon has rotational symmetry about a certain point
called its centre for various angles of rotation.

To be able to understand it, I have to have a context for it. Into this
context come elements from all five periods listed above. It would take
a longish chapter to write them all out, and I shall not attempt to do
so here. But only a very small part of the demands made by that sen-
tence lies in understanding its technical terms. We need to bring to it
a considerable resource drawn from (1) the metafunctional systems of
modern English, (2) praxis in the study of mathematics, (3) accepted
patterns of reasoning in the culture, (4) other mathematical texts, and
(5) the surrounding matter, such as figures, in the text itself —and to
be able to see its relationship to all of these.

We tend to think of learning exclusively as a cognitive process,
and to neglect its linguistic aspects. What we are attempting to do here
is to interpret learning as a linguistic process, taking some tentative steps
towards a linguistic theory of learning that would complement the es-
tablished cognitive models. This should enable teachers and others con-
cerned to explore the value and critical role of language in education
and to appreciate how deeply children depend on language in order
to be able to learn.
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Chapter 4

The structure of a text

Introduction

Let me begin from one of the basic questions that Halliday has already
raised in Chapter 1: what is text? My aim is to elaborate upon the de-
finition he has offered: ‘we can define text in the simplest way ... as
language that is functional. By functional, we simply mean language
that is doing some job in some context ...’. I want to show in some
detail what it means to define text, as Halliday does, as ‘language that
is functional’, ‘that is doing some job in some context of situation’. My
main hypothesis will be that text and context are so intimately related
that neither concept can be enunciated without the other.

But before broaching this main topic, let me begin by taking the
word ‘text’ in its rather general sense—the sense that is enshrined in
Chambers’ Twentieth Century Dictionary as:

the actual words of a book, poem etc., in their original form or any form
they have been transmitted in or transmuted into ...

Thinking of text this way, what could one say about its most outstand-
ing characteristics? The attribute that comes to mind most readily is
that of uniTY. Clearly we can’t know —in the sense of being acquaint-
ed with —all the books, poems etc., either in their original form or other-
wise; but clearly, also, we do know texts —in the sense of being able
to discriminate between a text and a ‘non-text’, a complete text and an
incomplete one. I am suggesting that the basis for these judgments lies
in the notion of unity.

The unity in any text—whether written as Chambers’ definition
imples, or spoken as face-to-face interaction requires —is of two major
types:

e unity of structure
e unity of texture.

I am going to discuss the unity of structure first. Texture will be
discussed in the following chapter.
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What is text structure?

Structure is a familiar term, but what does it mean in the expression
‘the structure of a text’? Probably the easiest way to explain it is to
give a paraphrase, to say, for example, that it refers to the overall struc-
ture, the global structure of the message form. A simple example will
serve to illustrate what is meant here. While I was a visitor in Japan,
my colleagues took me to see a Kabuki play, and I had the need and
the opportunity to learn a little about this famous art form. On read-
ing a little booklet relating to Kabuki, I learned that there is a genre
known as Sewamono within which there is a particular sub-genre known
as Enkirimono. I learned also that the basic pattern in Enkirimono is
that there is a breaking off of relations, either between a married cou-
ple, or between lovers. The reason for this break is not known to one
of the participants, the forsaken member of the relationship, who takes
it as an act of cruel desertion; but in actual fact the real motive behind
the desertion is a noble one. For example, a husband might divorce
a wife in order to prevent her from suffering the consequences of some
crime that he might have commited. Now, on the basis of this much
information, I could postulate that in every instance of Enkirimono,
there will be at least three elements of structure. I will give these ele-
ments descriptive names, so that they may, hopefully, have a mnemonic
value:

1. the Precipitative Event: an event that propels from one stage to
another. It would thus lead to the second element. An example of
a Precipitative Event, perhaps, would be the geisha rejecting her
lover, or the husband informing his wife that he is divorcing her;

2. the Consequential Event: an event brought about as a consequence
of the Precipitative Event;

3. the Revelation: the Consequential Event leads to some revelation
of facts hitherto concealed. The Revelation leads to a re-
interpretation of the Precipitative Event; the nobility of the act be-
comes obvious. What had appeared as heartless forsaking now as-
sumes heroic proportions, being seen in its true colour as an act of
devotion and self-sacrifice.

Assuming that my understanding of Enkirimono, sketchy though
it is, is nonetheless correct in essentials, we have postulated three ele-
ments that are essential to the structure of every Enkirimono text; and
these are: Precipitative Event, Consequential Event, and Revelation.
We can refer to literary studies for this kind of concept of text struc-
ture. The earliest widely known Western model is the Aristotelian de-
finition of Greek tragedy as made up of three elements: the beginning,
the middle, and the end. One may have reservations about this actual
analysis; I am not concerned with that here. My only concern is to pro-
vide such examples as will clarify my own use of the terms ‘element
of text structure’ and ‘generic structure of text’. So, as a first step, I
have referred to two genres: that of Enkirimono and that of Greek trage-
dy. In each case I have shown the presence of elements of structure.
But drama, epic, fables, or sonnets—no matter how much valued by
a community —are not particularly privileged in this respect. Even the
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use of language that appears most effortless and least specialised, namely
casual conversation, possesses structure in this sense (Ventola 1979).

Between classical tragedy and the everyday common phenomenon
of casual conversation (Ventola 1979), there exists a wide range of
genres, varying in the extent to which the global structure of their mes-
sage form appears to have a definite shape. Strange as it may sound,
the structure of casual conversation is much less well understood, even
by those of us who specialise in talking about conversation, than that
of, say, the Petrarchan sonnet. Many of us would be surprised by the
suggestion that there is structure in a text generated in the course of
buying a kilo of potatoes and three cloves of garlic.

In this chapter, I propose to abandon the better described genres
of literature in favour of one that is much closer to the conversation
end of the spectrum. The invisibility of structure in the latter type of
genres is justification enough for the decision; but there is a deeper rea-
son. An understanding of genres from everyday situations — particularly
those in which language acts as an instrument, for example in the con-
text of canoeing from Malinowski — helps us to see clearly the very close
partnership between language and the living of life. ‘

Such understandmg assists in describing the relationship between
language and context in those areas too where this partnership is not
so obvious. This is often the case with written text, but particularly
with texts of verbal art, philosophy, and science —in fact, all areas out-
side the domain of commonsense knowledge. To explain the relation-
ship between texts of the latter type and their context, we must invoke
Malinowski’s notion of context of culture. Although I shall be discuss-
ing some aspects of this question in Chapter 6, there will not be enough
time to follow up the question in as great a detail as is needed to talk
about the relationship of context to text structure. Here, I will choose
a genre that is closer to the canoeing situation than it is to, say, the
nursery tale (Hasan 1984a) or a fable (Halliday 1977). It is embedded
in a type of context that could be described as FOCUSED INTERACTION,
and, within that, more specifically it belongs to the genre of SERVICE
ENCOUNTER where the participants bear the role of seeker and supplier
of goods and/or services.

A text and its context

Let us first introduce a text.

Text 4.1 :

C: Can | have ten oranges and a kilo of bananas please?
V: Yes, anything else?

C: No, thanks.

V: That'li be dollar forty.

C: Two doliars.

V: Sixty, eighty, two dollars. Thank you.

Text 4.1 is an example of the genre Service Encounter. Anyone who
knows the English language and is generally acquainted with the
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Western type of culture will have no difficulty in ‘placing’ this text into
the context that is appropriate to it. Earlier Halliday considered the
question ‘how do we explain the success with which people communi-
cate?’. If it is true, as he suggested, that ‘the situation in which linguis-
tic interaction takes place gives the participants a great deal of
information about the meanings that are being exchanged, and . . . that
are likely to be exchanged’, then it is equally true that the meanings
that are being made by the language will give the participants a great
deal of information about the kind of situation they are in.

1 emphasise this two-way relationship between language and situ-
ation, for both theoretical and practical reasons. Theoretically, this em-
phasis reveals the un-commonsense view of situation. The commonsense
view is that we say ‘Can I have ...’, ‘How much is that?’, ‘That’ll be
six dollars seventy’, and so on, because we happen to be in a shopping
situation. The un-commonsense view is that shopping as a culturally
recognisable type of situation has been constructed over the years by
the use of precisely this kind of language. Without the recognition of
this bi-directionality, it would be difficult to account for the possibility
of verbal art, science, philosophy—in fact, the entire domain of hu-
man knowledge—or, for that matter, deceptions and misunder-
standings.

From a practical point of view, too, this emphasis is important,
because as I begin to explore the details of the relationship between
context and text structure, I may, in the interest of brevity, limit my-
self to showing how some feature of the context can be used to predict
some element(s) of the structure of possible and appropriate texts. Such
statements should be read as implying that, all else being equal, the
presence of those elements of the text’s structure would ‘construct’ those
same features of the context. We can now turn to the question of how
context affects the structure of the text.

Contextual configuration

Halliday has introduced the three terms field, tenor, and mode. These
refer to certain aspects of our social situations that always act upon
the language as it is being used. I should like to introduce here a relat-
ed concept: CONTEXTUAL CONFIGURATION, using the acronym CC in-
stead of the full label.

Each of the three, field, tenor, and mode, may be thought of as
a variable that is represented by some specific value(s). Each functions
as a point of entry to any situation as a set of possibilities —or, to use
a technical term, optioNs. Thus, the variable field may have the value
‘praising’ or ‘blaming’; tenor may allow a choice between ‘parent-to-
child’ or ‘employer-to-employee’ while mode might be ‘speech’ or “writ-

. ing’. Now given that any member of a related pair of options can com-

bine with any member of any other, the following are some of the
possible configurations:

e parent praising child in speech
e employer praising employee in speech
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e parent blaming child in speech

o employer blaming employee in speech.

Each of these entries is a CC. A CC is a specific set of values that realises
field, tenor, and mode.

Contextual configuration and text structure: general remarks

We need the notion of CC for talking about the structure of the text
because it is the specific features.of a CC—the values of the variables —
that permit statements about the text’s structure. We cannot work from
the general notion of, say, field’ since it is not possible to claim, for
example, that field always leads to the appearance of this or that ele-
ment. Moreover, often a combination of features from more than one
variable might motivate the appearance of some single element of a
text (Hasan 1978). We need to see the total set of features — all the select-
ed values of the three variables —as one configuration, rather than at-
tempting to relate aspects of the text’s structure to individual ‘headings’.

In the structural unity of the text, the CC plays a central role. 1f
text can be described as ‘language doing some job in some context’,
then it is reasonable to describe it as the verbal expression of a social
activity; the CC is an account of the significant attributes of this social
activity. So, it is not surprising that the features of the CC can be used
for making certain kinds of predictions about text structure. These are
as follows:

1. What elements must occur;
2. What elements can occur;
3. Where must they occur;
4. Where can they occur;
5. How often can they occur.

More succinctly we would say that a CC can predict the OBLIGATO-
RY (1) and the opTIONAL (2) elements of a text’s structure as well as their
SEQUENCE (3 and 4) vis-a-vis each other and the possibility of their ITER-
ATION (5). These points are discussed in the following sections. Here
let me say that an ELEMENT is a stage with some consequence in the
progression of a text.

Text 4.1 and its context

Look again at Text 4.1. What kind of CC would such a‘text be embed-
ded in (always assuming that it was created as an appropriate response

to a real-life situation)? Let us examine the values of the three varia-
bles briefly.

The field of discourse for text 4.1

Field, being concerned with the nature of the social activity, involves
both the kind of acts being carried out and their goal(s). Here, there
is a short-term goal of acquiring some food-stuffs in exchange for some
money. This is what we refer to as ‘buying’, and buying always implies
selling.
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The tenor of discourse for Text 4.1

This social activity is institutionalised. And so the nature of the activi-
ty predicates the set of roles relevant to the unfolding of the activity
(Hasan 1980). Let us refer to this as the AGENT ROLES component of
the tenor of discourse; these are quite obviously vendor and customer.
This is what the *V’ and ‘C’ stand for in Text 4.1.

Cutting across the agent role is another component of tenor, which
is also susceptible to whether or not the activity is institutionalised. This
is the component concerned with the degree of control (or power) one
participant is able to exercise over the other(s), almost by virtue of their
agent role relation. You will note that the agent roles construct DYADS.
If the dyad is HIERARCHIC, one agent will have a greater degree of con-
trol over the other; if it is NON-HIERARCHIC, then we have relations of
peer-hood, such as those of friendship, rivalry, acquaintanceship, and
indifference.

For Text 4.1, the dyad is hierarchic; within the range of the social
activity, the customer exercises greater power. The vendor is in a solicit-
ing position, having to sell the goods. It is important to recognise that
control may shift from one agent to the other, and that a person carry-
ing a subordinate hierarchic role in the agent dyad is not necessarily
submissive.

Both agent role and dyadic relation are essentially determined by
reference to general social matters. We might even say that in as much
as agent roles and their dyadic structures are determined by the nature
of the social activity, these are expressions of a social structure. But
tenor is also concerned with those relations between participants that
arise from their biographies. It makes a good deal of difference to the
job that language has to do if I buy my kilo of potatoes from a vendor
whose shop I use only irregularly as opposed to one who is also my
next-door neighbour. The component of tenor that relates such details
of biography to the details of social structure may be referred to as
soclaL pisTaNce {Hasan 1973, 1978, 1980).

Social distance is a continuum, the two end-points of which may
be referred to as MaxiMAL and MINIMAL. A maximal social distance ob-
tains when the persons involved know each other through infrequent
encounters only in the capacity of the agent of some one institutiona-
lised activity and in the dyadic status that correlates with the agent role.
Thus my social distance to a vendor is maximal if as a day-tourist 1
walk into his or her —let’s say her —store to buy some fruit and I meet
her for the first time, since I only know her as a vendor. This distance
is likely to be less if the vendor were someone from whom I had been
buying fruit over the years; it would be even less, if I also know her
in some other capacity. For example the vendor and I may belong to
a club, or she may be a neighbour or a relative. The more minimal the
social distance, the greater the degree of familiarity between the carri-
ers of the role. Social distance affects styles of communication. In a
long-standing relationship, for example, that of marriage, one par-
ticipant is normally able to predict a great deal of what the other might
say or do. So the need for explicitness is not so pressing. The tenor
values for Text 4.1 are perhaps quite obvious now: the social distance
between the vendor and customer is near maximal.
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The mode of discourse for Text 4.1

The third variable, mode, can also be described under at least three
different sub-headings. First, there is the question of the LANGUAGE
ROLE — whether it is constitutive or ancillary. These categories should
not be seen as sharply distinct but rather as the two end-points of a
continuum. The role of language for Text 4.1 is largely ancillary, for
it accompanies the activities of exchange of goods for money. In fact,
the extent to which language is made explicit in Text 4.1 is governed
by my desire to present an example from everyday familiar activities
in such a way that you are able to understand all the significant aspects
of it. .

The second factor to be considered under mode is that of PROCESS
SHARING. Is the addressee able to share the process of text creation as
it unfolds, or does the addressee come to the text when it is a finished
product? Here again, there are degrees of process sharing from the most
active—as in dialogue —to the most passive—as in a formal lecture.

The degree to which process sharing can occur is closely related
to cHaNNEL. The term refers to the modality through which the
addressee comes in contact with the speaker’s messages—do the
messages travel on air as sound waves, or are they apprehended as
graven images, some form of writing? The first channel I will call
pHONIC, the second GrapHIC. Elsewhere (Hasan 1978, 1979) 1 have
referred to these as AURAL and VISUAL, respectively. However, these
terms proved undesirable; first, because they are clearly addressee
oriented, and secondly, because eye-contact, called VISUAL CONTACT,
occurs most normally with the phonic channel. Most other linguists
have used the terms SPOKEN and WRITTEN for the two modalities, but
this solution creates other problems, which will become obvious from
the discussion of MEDIUM below.

When the channel is phonic, a favourable environment for active
process sharing is created; so note, dialogues normally occur in this
channel. Still, the potential of this channel for most active process
sharing is not always actualised. So there are many occasions when a
speaker may be allowed the floor for a considerable amount of time,
without the addressee having the right to interrupt—for example, the
speaker may be producing a talk for a professional group. However,
even on such occasions when the addressee appears least active, he or
she can influence the production of the text by providing feedback
through extra-verbal modalities, such as eye-contact, facial expression,
a yawn, or body posture: So the physical presence of the addressee
impinges on the textual processes in a way that the writer’s own aware-
ness of the needs of the addressee can hardly ever do: for one thing,
in the phonic channel both the speaker and the addressee hear (and
often see) the same thing at the same time. This is obviously not possible
when the channel is graphic. This is the reason for claiming that process
sharing is closely related to channel. ‘

The third important factor relevant to mode is MEDIUM, the primary
distinction here being: is the medium SPOKEN or WRITTEN. Medium
refers to the patterning of the wordings themselves: for example, is there
a greater degree of grammatical complexity or of lexical density? (For
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greater detail, see Halliday 1985a.) Like process sharing and language
role, the difference in patterning of the wordings is again a matter of
degree. It is important to emphasise that medium and channel are
distinct phenomena, even though they are not unrelated. In fact, it is
very likely that medium is a historical product of process sharing; and,
in as much as process sharing itself is related to channel variation, we
could claim that variation in medium—spoken versus written—is a
product of variation in channel— phonic versus graphic. Thus the use
of the phonic channel encourages not only the expectation of active
process sharing of a dialogue, but also that the medium would be the
spoken one, while the use of the graphic channel goes not only with
monologue, but also the written medium. And this pattern of co-
occurrence, indeed, represents the unmarked situation. However,
perhaps due to the increase in our ability to record messages, this pattern
of normal co-occurrence certainly does not hold today, no matter what
the historical antecedents might have been. Today, medium and channel
may or may not be congruent: the matter is decided not so much by
the nature of the channel as by the nature of the social activity and
of the social relation between the participants. So if I walk into a
vegetable store to buy fruit, the medium and the channel are likely to
be congruent —spoken, phonic dialogue; and, similarly, if I have to
apply for the funding of a research project, medium and channel are
most likely to be congruent — written, graphic monologue. But if I write
a letter to a friend, this pattern of congruence will be disturbed: I shall
use the graphic channel, but I shall tend to use the spoken medium,
which would very likely neither be classified as a monologue nor as
a dialogue. In common parlance, I shall write as if I were talking to
my friend. The fact that one can use one channel in actual fact, but
through the use of incongruent medium create an as if condition indi-
cates the complexity of the relationship between channel and medium,

both of which are subservient to the choices in the field and tenor of
discourse.

The contextual configuration of Text 4.1
The CC for Text 4.1 is summed up briefly in Table 4.1.

Table 4.1 CC1: the contextual configuration of Text 4.1

Field: Economic transaction: purchase of retail goods: perishable food

Tenor: Agents of transaction: hierarchic: customer superordinate and ven-
dor subordinate; social distance: near-maximum ...

Mode: Language role: ancillary; channel: phonic; medium: spoken with
visual contact ...

The structure of Text 4.1

Obligatory elements

We can now use the summary account of the CC in Table 4.1 to exa-
mine Text 4.1. Text 4.1 is reproduced in Table 4.2.
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Table 4.2 The structure of Text 4.1

SR = —[ Can I have ten oranges and a kilo of bananas please?
Yes, anything else?

SC = —
No thanks.

S = —[ That'll be dollar forty.
= [ Two dollars.
PC = —[ Sixty, eighty, two dollars. Thank you.

The text begins with a request for goods: Can I have ten oranges
and a kilo of bananas please. This is the first obligatory element. Let us
refer to this element as SALE REQUEST (SR). Its occurrence is predicted
mainly because of the field values. The purchase of goods presupposes
prior selection, and in a store with retail goods service, this selection
must be made known to the vendor. This is basically what makes the
element SR obligatory.

The normal pattern following a request is, of course, the granting
or the rejecting of it; either is possible in a sale environment, too. [
shall use the term SALE COMPLIANCE (SC) irrespective of whether the
response is positive or negative. In Text 4.1, SC is positive: Yes, any-
thing else? It is important to realise that yes is not meant just as a short
form for ‘Yes, you can have ten oranges and a kilo of bananas’; rather,
it is an encouraging noise that says ‘Yes, go on! ask for more things’.
In other words, a positive SC is highly likely to contain an invitation
for more purchases. Its prime purpose is sales promotion, not the grant-
ing of SR. The true granting of the SR is actually in the doing—the
vendor does her part of SC as she completes getting the goods for the
customer. The element SC is completed only when the customer has
responded to the invitation, as in Table 4.2 where the customer’s
response to the invitation is No, thanks. The motivation for SC is to
be found in both the field and the tenor values. Behind the invitation
to buy some more lies the ideology of ‘free enterprise’. And at the same
time, the hierarchic status of the vendor is one that raises the expecta-
tion of her readiness to serve as long as required. Her ‘Yes, anything
else’ or just “Yes’ or ‘Anything else?’ said on a rising intonation is thus
a highly condensed message.

Note that if, for some reason, the remainder of Text 4.1 were not
available, you would still know that (1) this is (part of) a buying-selling
text and (2) it is incomplete. It is not incomplete because it is too short;
there are shorter texts, for example ‘No smoking’. Non-technically, the
items of the text discussed so far could be seen as fulfilling the condi-
tions of ‘giving’, but there is.a crucial difference between ‘giving’ and
‘selling’. In the latter case, not only does the buyer select, and is provided
with the selected commodity; he or she must also be told the price, and
the payment must be made, before the social process can be said to
have been accomplished. The reason why just this much of Text 4.1
would not be taken as a complete text is because we do not have an
appropriate indication that the process of purchase has been complet-
ed yet. Once the structure of the text indicates the completion of this
activity, we would have no hesitation in considering the text complete.
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An important part of selling is when the reckoning begins: the ven-
dor must inform the customer what the exchange value of the goods
is. The message associated with this function, I refer to as saig (S).
The next obligatory element is PURCHASE (P): the customer must offer
the exchange value in return for ordered goods. The buying and selling
activity is clinched by the vendor acknowledging receipt of payment.
This takes some politeness formula, for example, ‘Thanks’, ‘Great’, and
might additionally cover the business of handing over change, should
this be necessary, as is the case in Text 4.1.

So the obligatory elements of Text 4.1 are SR, SC, S, P, and PC
in that order. This can be displayed as SR'SC'S'P'PC, with the
sign showing the order of the elements.

To appreciate the significance of the obligatory elements, let us
look at a related text (Text 4.2), which contains some optional elements.

We assume that the CC presented in Table 4.1 is relevant to Text 4.2
as well.

Optional elements
Let us first introduce Text 4.2 (see Table 4.3).
Table 4.3 Text 4.2

1.~ Who’s next? (1)
5 | 1think I am. (2)

S = Sale
Purchase

jav]
i

obligatory elements
in Text 4.1

|__Pll have ten oranges and a kilo of bananas please. (3)

3.—'[;Yes, anything else? (4)

4. Yes.

E—.I wanted some strawberries (5) but these don’t look very ripe. (6)
O they’re ripe all right. (7) They’re just that colour kind a’

| _greeny pink. (8)

[~ Mm I see. (9)

5.

L__:__Will they be OK for this evening. (10)
7. O yeah, they’ll be fine; (11) I had some yesterday (12) and
|__they’re good very sweet and fresh. (13)

8.—{_ O all right then, Pl take two. (14)

9. You'll like them (15) cos they’re good. (16)

Will that be ali? (17)
10.~[_ Yeah, thank you. (18)

11.-[_That’ll be two dollars sixtynine please. (19)

12.~[_I can give you nine cents. (20)

Yeah OK thanks (21) eighty, three dollars (22)
13. and two is five. (23) Thank you. (24)

Have a nice day. (25)
14— See ya'. (26)

The key to symbols
SI = sale initiation
SC = sale compliance
S = sale
PC=purchase closure

SR =sale request
SE =sale enquiry
P = purchase
F = finis
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optional elements in
Text 4.2

genre is defined by
obligatory elements
in structure

optional elements do
not occur randomly

In this presentation, the dotted horizontal lines show element bound-
aries; the initials in the right-hand column refer to the labels for struc-
tural elements; numbers within the round brackets refer to the individual
messages of the text, while those in the left-hand column number the
successive turns (Sacks et al. 1974) in the dialogue between the vendor
and the customer.

You will note that the obligatory elements occur in Text 4.2 as well.
But there are several other elements that only appear here, and not in
Text 4.1. For example, the text begins with SALE INITIATION (SI), re-
alised by messages (1) and (2). SI is an optional element. To say this
is to imply that in the absence of SI, a text would still be interpreted
as embedded in CCl1 so long as it contains the obligatory elements. So,
by implication, the obligatory elements define the genre to which a text
belongs; and the appearance of all of these elements in a specific order
corresponds to our perception of whether the text is complete or in-
complete.

So what role do optional elements have? Do they appear random-
1y? To say that some elements may be optional is not the same as say-
ing ‘anything goes’. The finite set of optional elements that can possibly
occur in texts of the genre under focus can be stated quite definitely.

By definition, an optional element is one that can occur but is not
obliged to occur. The conditions under which there is a high probabili-
ty of its occurence can be stated. For example, SI is likely to occur in
a crowded store, with many customers needing attention; it would not
occur in a shop where there are no other customers.

The point is obvious enough, but note how it distinguishes the op-
tional and obligatory elements. Our perception of the kind of social
activity we are involved in does not change if the shop is crowded: we
do not say this is not an economic transaction, or that the agent roles
are not vendor and customer, etc. This context is viewed simply as
another variant of CCl. The crowdedness of the premises is not
sufficient ground for saying that the CC has changed its character; nor

is it a definite enough characteristic to be criterial in the definition of
a genre.

So, while optional elements do not occur randomly, their option-
ality arises from the fact that their occurrence is predicted by some at-
tribute of a CC that is non-defining for the CC and to the text type
embedded in that CC. It is not surprising that optional elements can
be seen as having wider applicability. For example, “Who’s next?’ can
act as the initiating element of many other service eacounters, where
participant turn-initiation is institutionally controlled. So, when I go
to renew my car registration, if there is a crowd, I wait till the clerk
calls ‘Who’s next?’, and when it is my turn I proceed to carry out the
rest of my business. But this same procedure is not necessary if I hap-
pen to get there at a time when the office is not very busy and when
I can walk right up to the clerk and say ‘I’d like to renew my registra-
tion’. In both cases I think of the situation as one of renewing car regis-
tration.

Note if we wished to characterise the CCs in which such initiation
can take place, the description would be so gross that we would have
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no idea of what specific activity was going on. The description may
read something like this:

Field: Service encounter
Tenor: Institutionalised agents
Mode: Phonic channel; spoken medium.

Iterative elements

In Text 4.2, you will notice several entries marked SE. SE is an option-
al element and stands for sALE ENQUIRY. It can occur at any point after
SI and its function is to determine some attribute of the goods contem-

- plated for purchase. It can either be raised by the customer or the ven-

dor and is completed when the other participant has responded, if such
response is required as in (6) or (10). Note that like initiation, enquiry
too could be seen as a possible feature of any service encounter. For
example, in renewing my registration, I might ask the clerk ‘I got mar-
ried last week. Can the registration be renewed in my married name?’.

When a particular (set of) element(s) occurs more than once, we
refer to this phenomenon as ITERATION, or RECURSION (Hasan 1979).
For Text 4.2, SE would be labelled an iterative (or recursive) element.
As a linguistic phenomenon, iteration is always optional. Can itera-
tion be predicted from any attribute of the context of situation? It is
relatively easy to demonstrate this possibility when some obligatory ele-
ments are iterative. For example, there is the possibility of iteration
for SR and SC as indicated by Text 4.2. Essentially, the iteration of
these can be predicted on two assumptions:

1. the customer does not remember all the goods at once; and/or

2. the vendor must display readiness to serve and continue to invite
more SRs, due to the nature of the field and tenor. This acts as an
incentive to further SR.

A guess can be made about the motivation for the iteration of SE.
Whatever goods or services are required, the recipient of these —here,
the customer — needs to be sure that they are of the type desired. This
can involve repeated queries because:

1. phenomena possess more than one attribute; and/or
2. any one attribute may be discussed and elaborated upon.

Text 4.2 has another optional element, FINis (= F). The proba-
bility of its occurrence is higher when the social distance between the
participants moves towards the minimal end of the scale. The element
has a function that Malinowski would have described as ‘phatic com-
munion’. It is not a signal to end the purchase act; this was achieved
in PC. F is a signal that although the purchase act—an experiential
event —is completed, the interpersonal relation continues. This is done
by a display of good will: have a nice day, and/or the expression of
the desire to renew contact: see ya.

One optional element that did not appear in Text 4.2 is GREETING
(G). G is like F in that it indicates continuity of personal relation, sig-
nalling the recognition of the other participant as a potential agent in
some activity.
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GSP = generic
structure potential

optionality never
implies complete
freedom

A text and its genre: generic structure potential

In the discussion above I have established:

1. the obligatory elements for Texts 4.1 and 4.2;
2. the optional elements for Text 4.2;
3. the iteration of elements in Text 4.2.

I have also stated the order of sequence for the obligatory elements
and implied what the order would be for some of the optional ones,
for example, F and G. Some more will be said below about the sequence
of other optional elements. Here I would like to compare Texts 4.1 and
4.2, and arrive at some generalisations through this comparison.

We find that Texts 4.1 and 4.2 are closely related: they are embed-
ded in the same CC and share the same set of obligatory elements. These
two points of similarity are interdependent. Generally speaking, lan-
guage is doing the same kind of job in both—it is assisting in the buy-
ing and selling of some goods of a specific kind. There are differences
too; these can be expressed very briefly as the kind of differences that
do not alter the kind of job that language is doing. Structurally, Text
4.2 contains certain elements that could be contained but need not be
contained in other texts embedded in the same context. It is possible
to express the total range of optional and obligatory elements and their
order in such a way that we exhaust the possibility of text structure
for every text that can be appropriate to CC1. In other words it is pos-
sible to state the STRUCTURE POTENTIAL of this genre, or its GENERIC
STRUCTURE POTENTIAL. The acronyms SP and GSP will be used inter-
changeably to refer to this from now on. The GSP for CC1 is shown
in Table 4.4

~ Table 4.4 Generic structure potential for CC1

- ~\ N A A~ N
(G (5D} {(SE" [SR'SC} S|P PC(F)

You will recognise the labels for structures and the caret sign
indicating sequence. The round brackets indicate optionality of enclosed
elements: so G, SI, SE, and Fare optional. Any one—or more —of
these elements may or may not occur in some text embedded in CCL.
The dot - between elements indicates more than one option in sequence.
But optionality of sequence is never equal to complete freedom; the
restraint is indicated by the square bracket. So, for example, we can
read the first square bracket as follows: )

e G and/or SI may/may not occur;
e if they both occur, then either G may precede SI, or follow it;
» neither G nor SI can follow the elements to the right of SI.

The curved arrow shows iteration. Thus (Sﬁ-) indicates that:
¢ SE is optional;
e SE can occur anywhere, so long as it does not precede G or SI and
so long as it does not follow P or PC or F;
e SE can be iterative. )
So, together with iteration and optionality of sequence, SE is

projected as capable of occurring before, after, and/or between the
three other elements in the square bracket.
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The braces with a curved arrow {/]* indicate that the degree of
iteration for elements within the braces is equal; if SR occurs twice,
then SC must also occur twice; and so on.

A GSP of the type presented in Table 4.4 is a condensed state-
ment of the conditions under which a text will be seen as one that is
appropriate to CC1. It is a powerful device in that it permits a large
number of possible structures that can be actualised. Let us refer to
any one actualisation of GSP as ACTUAL STRUCTURE. We have already
met two actualisations of the GSP: Texts 4.1 and 4.2, both of which
display an actual structure the possibility of which is captured in the
GSP. These actual structures are represented in Table 4.5.

Table 4.5 The actual structures of Texts 4.1 and 4.2
Text 4.1: SRSCSPPC
Text 4.2: ST SR, SC;, SE; SE; SR, SE; SC; SPPCF

Text 4.3 is another example.

Text 4.3
V: Good morning, Mrs Reid. ]G
C: .Good morning, Bob.
Can | have a couple of apples? | SR
V: s that all today? ]SC
C: Yes thank you.
V: Sixty cents. s
C: Here yare. 1P
V: Thank you. aprC
Goo'day. ]F
C: ‘Bye.

The actual structure of Text 4.3 can be represented as follows:
G SR'SCSPPCTF

Another text may begin with an SE, ‘How much are those Granny
Smiths today?’, and might then follow the pattern of Text 4.3 from
SR onwards to PC, and so on.

Even restricting ourselves to just the elements SE, SR, SC, and
S and ignoring the possibility of iteration, we can get at least the fol-
lowing fragments of texts appropriate to CC1 (see Texts 4.4-4.7).

Text 4.4

SE: Have you any Granny Smiths? Yes, large or medium?
SR: Well give me half a dozen large ones please.
SC: Yes, what else? That's all, thanks.

actual structure = ... SESR'SC ....

Text 4.5

SR: Can | have half a dozen large Granny Smiths?
SE: Are they local? They look very good. Yes, they are from the Blue

Mountains.
SC: Wil that be all now? Yes, thank you.
actual structure = ... SR'SE'SC .. ..
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Text 4.6

SR: Can | have a dozen Granny Smiths?

SC: Will that be all now? Yes.

SE: Where are these apples from? They fook very good.
actual structure = .... SRISCSE .. ..

Text 4.7

SR: Can | have a dozen Granny Smiths?

SC: Wil that be all just now? Yes, thank you.

S:  Thatll be 95 cents.

SE: Where are these apples from? They look very good.
actual structure = ... SR'SC'S SE ...

Each of these texts has a different actual structure, but each rea-
lises a possibility built into the GSP.

The status of obligatory elements in the structure
potential

A particular GSP is recognised by the set of obligatory elements; }his
claim is implied in the observation that optional elements have wider
applicability. This makes it important to distinguish between optional
and obligatory elements. Let us see if this is possible.

An interesting fact about the obligatory elements appears to be
that they are open to certain kinds of operations. These can be seen
as strategies for ensuring that:

e the obligatory elements do occur;
o that their realisation is adequate.

Strategy: probe

Consider CC1. Suppose a customer enters a shop and just hangs about
making no SR. What is likely to happen? Very possibly, the veqdor
would say ‘Can I help you?’, ‘Are you all right?’, or some such thing.
This is our familiar element SI and it can be seen as a strategy to pro-
voke an SR. While it is not binding on the customer that, in response,
he or she—let’s say she—make a sale request, this strategy forces her
to come clean. Either she must take on the role of a looker-on— ‘No,
P’m just looking’— or she must produce a sale request or sale enquiry.
We could perhaps refer to this strategy as PROBE. It ‘consists of some
device that is calculated to bring about the kind of behaviour on the
part of some (one) participant that could reasonably be read by th_e
others as a manifestation of an obligatory element in question, or if
appropriate, it may lead to a claim that the view of the CC held by
the other participant should be revised. ‘1 am just looking’ is equal to
saying ‘this is not a shopping situation for me’.

Strategy: repair

A second strategy is that of REPAIR. This strategy is employed whe_n
an obligatory element is realised, but not adequately. For .example if
in CC1, a buyer says ‘I'd like some oranges’, this will be an inadequate
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realisation of SR. The vendor cannot proceed to the next stage without
more information and is likely to repair the situation by saying ‘Would
a 3 kilo bag be enough?’ or ‘Did you want navels? They are five for

ninety-nine’. So this is a strategy to lead to the adequate realisation of
an obligatory element.

Strategy: re-align

In those CCs where the social distance is tending towards minimal, talk
can get diverted from one direction to another in face-to-face interac-
tion. So even if the field is ‘economic transaction: purchase’, the ven-
dor and customer may find themselves engaged in a discussion that bears
no specific relevance to the matter in hand. One may move from a dis-
cussion of stawberries, to that of drought, to that of high cattle mor-
tality, to that of the government’s ineptitude in handling the situation.
There are strategies for bringing the wandering participant back to the
business in hand by joking, by confronting, and by taking the topic
and deliberately relating it to something in hand (Cloran 1982). More
work needs to be done to check whether these strategies—which we
may call RE-ALIGN — are normally applied only so that an obligatory ele-
ment occurs, thus ensuring return to the CC in question.

A characteristic of obligatory elements

If we ask why it is possible to use probe or repair for obligatory ele-
ments, the answer will highlight the main difference between these and
the optional elements. Knowledge of the CC provides a very good idea
of what meanings are relevant to what stage of an ongoing activity,
and if those meanings are not being made at that stage, something can
be done about it. For example, no utterance can act as SR unless it
contains information about the identity and quantity of the commodi-
ty sought. So if either of these features is missing from the utterance
seeking commodity, repair can be applied. By contrast, we can only
do something fairly general and indeterminate about an optional ele-
ment, for example, SE. This element may concern the availability,
and/or the attributes, and/or the cost of the commodity; and even this
does not exhaust the possibilities. So when faced with a novel product,
a buyer may want to know how it should be used, how much might
be sufficient, and so on.

Although I have said a good deal about the obligatory elements,
we shall return to the notion, and also to that of the relation between
text and context, in Chapter 6. Let us examine very briefly here the
question of the realisation of the elements of text structure.

The realisation of structural elements

There is a good reason for establishing some certain way of defining
the boundaries of a text’s structural elements. Without this, the analy-
sis will remain so intuitive that two persons analysing the same text
might differ greatly. So it is desirable to find criteria for deciding what
part of a text realises which element; more than that, it is important
to establish what type of criteria these are.
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One thing that seems quite certain is that no neat one-to-one cor-
respondence exists between a structural element and a clause or sen-
tence. In Text 4.2, the element SI is realised by clauses (1) and (2). Nor
does one structural element correspond to one speaker turn; it is not
the case that one turn by one speaker will necessarily contain just one
element of text structure. SI in Text 4.2 covers one full turn (Who's
next?) and one haif (I think I amy, after which the rest of the customer’s
turn is devoted to the realisation of the next element, SR. Nor is the
structural element always co-extensive with one individual message or
act. Greeting and Finis always require two individual acts—for exam-
ple, a greeting and a greeting back. The search for a unit of some sort —
either syntactic (for example, sentence), dialogic management (for ex-
ample, turn), or message status (for example, offer-receipt) —as a
universal formal equivalent of a structural element seems doomed to
failure. The text is a unit of meaning; it is language that is functional
in some context. If this is true, then the elements of the structure of
the text will have to be defined by the job they do in that specific con-
textual configuration, which is logically related to the text’s structure.
And this implies (1) that the realisational criteria need not be identical
across genres, and (2) that an element’s realisational criteria might be
stated most clearly in terms of some semantic property. For example,
we can say that SR must be realised by the following set of semantic
properties:

° demand
¢ reference to goods
e quantity of goods.

Even with an optional element, it is possible to make certain claims
that may be sufficient for its identification; for example, SE must make
reference to the same general domain in which the participants are oper-
ating. In Text 4.1, we could not have an SE such as ‘What size shoes
do you wear?’ or ‘Do you like to go sailing?’. I am not suggesting that
these sorts of unrelated things cannot be said. But if they are, it is highly
likely that the participants as well as the onlookers will regard them
not as a part of the buying-selling text, but rather as a separate one.

Context, genre, and text structure

To think of text structure not in terms of the structure of each individual
text as a separate entity, but as a general statement about a genre as
a whole, is to imply that there exists a close relation between text and
context, precisely of the type that has been discussed in the preceding
pages. The value of this approach lies ultimately in the recognition of
the functional nature of language. If text and context are related in
the ways I have argued above, then it follows that there cannot be just
one right way of either speaking or writing. What is appropriate in one
environment may not be quite so appropriate in another.

Further, there is the implication that an ability to write an excel-
lent essay on the causes of the Second World War does not establish
that one can produce a passable report on a case in a court of law.

68

This is not because one piece of writing is inherently more difficult or
demanding than the other, but because one may have more experience
of that particular genre.

The early stages of essay writing are probably quite as
problematic —and for exactly the same reason - for all youngsters (Mar-
tin & Rothery 1980, 1981; Christie 1983). One learns to make texts by
making texts, in much the same way as one learns to speak a language
by speaking that language. Familiarity with different genres does not
grow automatically with growing age, just as language does not simply
happen because you are two or three or five years old. For both you
need social experience.

A child may not experience at home the genres that the system of
education particularly requires. In this respect, home environments
might differ significantly. The home where a child naturally encoun-
ters different kinds of written communication creates an awareness of
language that is not the same as that created by a ‘print-less’ home.
But the school requires the same types of tasks to be performed by all
its pupils. A teacher’s understanding of generic structures will be an
active ingredient in his or her success as a teacher. Children need to
be exposed to a wide range of genres— particularly those that are ac-
tively required in the educational process — for example, résumé, report,
expository essay, and so on. It is a mistaken view of both text and learn-
ing to imagine that one can get children to write an essay on the rela-
tionship between climate and vegetation by simply talking about it; and
it is worse still to imagine that one can do this without talking about
it at all.

This is not a contradictory statement. In the earlier part of this
chapter, 1 suggested that the spoken mode is more versatile than the
written. This is not an accident. Many —in fact most —of our activities
are conducted through speaking (Goffman 1974, 1981). Talk prepares
the way into the written mode. But it would be a mistake to think that
writing something down is simply a matteér of putting down graphical-
ly what you could have said phonically. The structures of written and
spoken genres vary a great deal even if they might range around the
same, or a similar, field. It is one thing to talk about text structure to
a group of students and another to write about it for the same kind
of audience. The case of the child in the classroom is no different. The
child needs to be given the experience of both talking and writing over
a large range of genres. :

The relevance of structure to recall and comprehension is another
important fact. A passage of writing has a better chance of being
remembered if its structure is clear. In language studies —particularly
where early reading and writing are concerned —often the pupil is ex-
posed not to clear, well-structured texts, but to a jumble of nonsensi-
cal sentences, for example, ‘Dan can fan’, ‘Man can fan’, ‘Dan can fan
man’ (Gerot 1982). Such items still appear in many early readers.

An understanding of text structure and the relevance of text struc-
ture to understanding and recall will be sufficient to deter any teacher
from the use of such material, which instead of helping the child ac-
tively puts a hurdle in his or her way!
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Chapter 5

The texture of a text

Introduction

1 began the last chapter with the claim that unity is a crucial attribute
of texts, and went on to examine one source of textual unity: namely,
structure. I tried to show that the structure of a text is closely related
to the context of situation, so much so that the specific values of field,
tenor, and mode, which together make up a contextual configuration,
can be used to make certain predictions about the structure of the text,
just as the unfolding structure of the text itself can be used as a pointer
to the very nature of the contextual configuration. There is, thus, a two-
way relationship between text structure and contextual configuration:
the on-going structure of the text defines and confirms the nature of
the contextual configuration, while the latter acts as a point of refer-
ence for deciding what kind of elements can appropriately appear when,
where, and how often. ’

In this chapter we shall look at the second source of textual unity:
namely, texture.

What is texture?

Texture, lik.e structure, can be shown to be ultimately related to the
context of situation. This is a theme that I shall come back to in Chap-

ter 6. Here, let me begin by a brief discussion of two examples (Exam-
ples 5.1 and 5.2). )

Example 5.1

Once upon a time there was a little girl
and she went out for a walk

and she saw a lovely little teddybear
and so she took it home

and when she got home she washed it.
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Example 5.2

He got up on the buffalo

| have booked a seat

| have put it away in the cupboard
| have not eaten it.

Faced with these two examples, any natural speaker of English is
bound to say that Example 5.1 displays certain continuities that are
Jacking in Example 5.2. One of these continuities is, of course, describ-
able in terms of generic structure. Although the first passage is incom-
plete, it is a clear instance of a familiar genre; we have no difficulty
in recognising it as an unfinished story. 1t is, however, doubtful if Ex-
ample 5.2 will be seen as representative of a genre quite so readily,
though many of us who have taught a foreign language might not be
surprised to find that the four sentences of Example 5.2 have been lift-
ed from a foreign language teaching exercise. Now, even if we were
to accept that a foreign language teaching exercise represents a genre,
it appears undeniable that such a genre would not possess structure in
quite the same sense as that discussed in the preceding chapter. For
one thing, there is no discernible beginning, middle, and end in such
exercises. In fact, due to deplorable misconceptions about language,
the continuities in a language teaching exercise are normally strictly
meta-textual; there is a purely formal reason for grouping the sentences
of Example 5.2 together, which has very little to do with language as
used in everyday life.

But structural continuity is not the only kind of continuity. Ex-
amples 5.1 and 5.2 differ in another important respect; I would talk
of this difference in terms of texture. Thus I would claim that the first
of these examples possesses the attribute of texture, and that this at-
tribute is lacking in the second. What kind of continuities.do I have
in mind when making such a claim? To answer this question, let us
examine these examples a little more closely. Note that the first has cer-
tain kinds of meaning relations between its parts that are not to be found
in the second. It is these meaning relations that are constitutive of tex-
ture. For example, the third person, feminine, singular pronoun she
in each of its occurrences refers to the same little girl to whom the nomi-
nal group a little girl refers; it, on the other hand, refers to the same
lovely little teddybear to which a lovely little teddybear refers. A more
concise way of saying the same thing is that she is co-referential with
a little girl, and it is co-referential with a lovely little teddybear. 1f we
compare the two occurrences of if in Example 5.2 with those in 5.1,
we note an important difference: it would make no sense to claim that
it in either of its occurrences in 5.2 is co-referential with any other item
in the example. This is definitely not the whole story, but perhaps
enough has been said to draw certain conclusions:

1. The texture of a text is manifested by certain kinds of semantic rela-
tions between its individual messages. The nature of these relations
and the lexico-grammatical patterns that realise them are discussed
in the following sections.
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2. At least in the first instance, texture and text structure must be seen
as separate phenomena. We know that from the point of view of
text structure, Example 5.1 is incomplete, but this does not affect
the claim that it has texture. So to say that a passage possesses tex-
ture is not to make any claim about the specific structural status of
that passage. The relationship appears to operate only in one direc-
tion: whatever is (part of) a text must possess texture; it may or may
not be a complete (element of a) text.

3. The property of texture is related to the listener’s perception of co-
herence. Thus in common parlance, Example 5.1 would be described
as possessing coherence while Example 5.2 would be seen as lacking
in coherence. A discussion of the notion of coherence is presented
below.

Texture, cohesive ties, and cohesive devices

The exaggerated difference between Examples 5.1 and 5.2 might lead
one to suppose that coherence is an all-or-none phenomenon. This is
decidedly not true, as a reading of Texts 5.1 and 5.2 will demonstrate.

Text 5.1

once upon a time there was a little girl

and she went out for a walk

. and she saw a lovely little teddybear

and so she took it home

and when she got home she washed it

and when she took it to bed with her she cuddled it

and she fell straight to sleep

and when she got up and combed it with a little wirebrush the teddybear

opened his eyes

9. and started to speak to her

10. and she had the teddybear for many many weeks and years

11. and so when the teddybear got dirty she used to wash it

12. and every time she brushed it it used to say some new words from a
different country

13. and that's how she used to know how to speak English, Scottish, and
all the rest.

Text 5.2

the saitor goes on the ship

and he's coming home with a dog

and the dog wants the boy and the girl

and they don't know the bear’s in the chair
and the bear's coming to go to sleep in it
and they find the bear in the chair

they wake him up

and chuck him out the room

and take it to the zoo

10. the sailor takes his hat off

11. and the dog's chased the bear out the room
12. and the boy will sit down in their chair what the bear was sleeping in.
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It would be untrue to claim that Text 5.2 is entirely incoherent or that
is possesses no texture, though it is equally obvious that the text is less
coherent than is Text 5.1. This raises two questions:

1. How do Texts 5.1 and 5.2 differ in their texture, if they do?
5. If the two vary in the degree of coherence, what, if any, patterns
of language correlate with this variation?

In the sections below, I attempt to answer these questions.
However, before we can examine and coydpare the specific texture of
Texts 5.1 and 5.2, we need to be clear about the semantic and lexico-
grammatical patterns essential to the creation of texture in general. 1
shall discuss the linguistics of texture before 1 return to the two ques-
tions I have raised.

Cohesive tie

In talking about texture, the concept that is most important is that of
a ie. The term itself implies a relation: you cannot have a tie without
two members, and the members cannot appear in a tie unless there is
a relation between them. Let us draw a picture of the tie:

If you think of a text as a continuous space in which individual mes-
sages follow each other, then the items that function as the two ends
of the tie—the A and the B—are spatially separated from each other;
A may be part of one message and B part of another. But there is a
link between the two, depicted above by the two-headed arrow. The
nature of this link is semantic: the two terms of any tie are tied together
through some meaning relation. Such semantic relations form the ba-
sis for cohesion between the messages of a text. There are certain kinds
of meaning relation that may obtain between the two members. For
instance, take the first two lines of the rhyme in Example 5.3.

Example 5.3

t had a little nut tree
Nothing would it bear
But a silver nutmeg
And a golden pear.

Then thinking of little nut tree in line 1 as member A and if in line
2 as member B you can see that the semantic relation between the two
is the identity of reference. The pronoun it refers to no other nut tree
but the one that has already been mentioned as a little nut tree; the
situational referents of both are the same thing. In the literature on
the discussion of textual continuity, this relationship of situational iden-
tity of reference is known as CO-REFERENTIALITY.

Imagine now that we have two other sentences (see Example 5.4).

Example 5.4
i play the ceflo. My husband does, too.
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co-classification

co-extension

ellipsis

Then following the earlier practice, we could say that play the cello
is member A and does is a member B of the cohesive tie. But this time
the relationship is not of referential identity. The cello playing that I
do is a different situational event from the cello playing that my hus-
band does. So the relation here is not of co-referentiality, but of the
kind that could be described as CO-CLASSIFICATION. In this type of mean-
ing relation, the things, processes, or circumstances to which A and
B refer belong to an identical class, but each end of the cohesive tie
refers to a distinct member of this class. Thus there is a significant differ-
ence between co-referentiality and co-classification.

A third kind of semantic relation between the two members of a
tie is exemplified by silver and golden in the last two lines of Example
5.3. Here the relationship is neither of co-reference mnor of co-
classification; it is, rather, that both refer to something within the same
general field of meaning. Thus both silver and gold refer to metal, and
within metal to precious metal; their primary class affiliation is not
identical —unlike two separate acts of playing the cello—but there is
a general resemblance. For want of a better term, I refer to this kind
of general meaning relation as CO-EXTENSION. y

These three semantic relations of co-referentiality, co-classification,
and co-extension are precisely what ties the two members of a tie, and
the existence of such ties is essential to texture. The longer the text,
the truer this statement.

Cohesive devices—co-reference and co-classification

These semantic relations are not independent of the lexico-grammatical
patterns. It is not the case that they can be established randomly be-
tween any two types of language units; instead, there are very strong
tendencies for a specific relation to be realised by a clearly definable
set of items. For example, the relation of co-referentiality is typically
realised by the devices of reference, such as the pronominals ‘he’, ‘she’,
4t’, etc. or by the use of the definite article ‘the’ or that of the demon-
stratives ‘this’ or ‘that’. By contrast, co-classification is normally rea-
lised either by substitution or by ellipsis. I should emphasise, perhaps,
that this is a statement of what is typical; it does not describe all cases.
Either of the devices can realise either of the relations, but it is more
typical for reference type devices to signify co-referentiality and for
substitution and ellipsis to signify the relation of co-classification. I have
already given an example of substitution in Example 5.4; an example
of ellipsis is given in the mini-dialogue Example 5 5.

Example 5.5

—‘Can | borrow your pen?
—‘Yes, but what happened to yours?’

Here the nominal group yours is elliptical and its non-elliptical ver-
sion would be ‘your pen’. Note that my pen and your pen are two dis-
tinct objects; they belong to the same class, but they are two distinct
members of the class. Thus the realisation of these two semantic
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relations —i.e. co-referentiality and co-classification —typically involves
two distinct types of lexico-grammatical patterns.

There is, however, something in common to the lexico-grammatical
patterns that typically realises these two semantic relations: and this
something that is in common can be pointed out by looking more closely
into the nature of the member B of each tie type (see Figure 5.1).

Figure 5.1 .
A B tie type

Example 5.3 little nut tree it co-referential
~ 7

Example 5.4 plays the cello\_/does

Example 5.5 your pen

co-classification

~____wYours = co-classification

Member B of each of these ties is an item to which we can refer
as an implicit encoding device. What this means is that the specific in-
terpretation of it, does, and yours is not possible in the same way as
that of nut tree, husband, cello, and pen is. The interpretation of this
latter set is possible without referring to any other item of the text; this
is patently not true with such items as it, the, my, this, do so, and yours.
Their interpretation has to be found by reference to some other source.
And it is this essentially relational nature of the implicit encoding devices
that endows them with the possibility of functioning as a COHESIVE

"DEVICE.

Such devices become cohesive —have a cohesive function and so
are constitutive of texture— precisely if and when they can be interpreted
through their relation to some other (explicit) encoding device in the
same passage. If the source for their interpretation is located within
the text, then a cohesive tie of the type(s) discussed above is established;
the establishment of such a tie creates cohesion. In our earlier work
(Halliday & Hasan 1976) such cohesive devices have been referred to
as GRAMMATICAL COHESIVE DEVICES.

Recall that we have a third type of cohesive tie—the type in which
the semantic relation is that of co-extension. Before embarking on a
discussion of the nature of the linguistic units that can act as terms in
this third kind of tie, I would like to take up a question here that arises
from the recognition of implicit encoding devices.

Implicit devices and their interpretation

In the above discussion, I pointed out that an implicit encoding device
is essentially relational; its interpretation has to be found by reference
to some other source. This raises the question of where the interpreta-
tive source is to be found, and an examination of that question will
force us to revise some of the comments made earlier about the terras
of the tie; at the same time it will add another parameter to our under-
standing of tie types.

Our earlier chapters have sought to demonstrate the functional na-
ture of language, and the close relationship that exists between context
and text structure. It follows, then, that any linguistic unit from a text
that we focus on has two environments: (1) the extra-linguistic

cohesive device



endophoric ties

anaphoric reference

cataphoric reference

exophoric reference

environment —the context —relevant to the total text; and (2) the lin-
guistic environment —the co-text —the language acompanying the lin-
guistic unit under focus. So, the source for the interpretation of the
implicit encoding devices could either be co-textual or purely contextual.

The interpretation is said to be enporHORIC (Halliday & Hasan
1976) when the interpretative source of the implicit term lies within the
co-text as, for example, with she and little girl or it and nut tree. It
is really the endophoric ties that are crucial to the texture of a text:
unless an endophoric interpretation of the implicit term can be sus-
tained, cohesion would not be perceived. Note that in Example 5.2,
it is impossible to sustain an endophoric interpretation of any of the
implicit devices.

Given the fact that language unfolds in time, the linguistic units
of a text occur in succession. This permits a further factoring of en-
dophoric interpretation. Whatever implicit term is under focus may
either follow or precede that linguistic unit by reference to which it is
interpreted —i.e. its LINGUISTIC REFERENT. When it follows its linguis-
tic referent, the label given to such a cohesive tie is aNapHORIC (Halli-
day & Hasan 1976). Every example of cohesive tie (except that between
silver and golden) provided so far in this chapter has been anaphoric.
When the implicit term precedes its linguistic referent, the cohesive tie
thus established is known as catapaoric (Halliday & Hasan 1976). An
illustration is given in Example 5.6.

Example 5.6

| shall be telling this with a sigh
Somewhere ages and ages hence:
Two roads diverged in a wood, and 1—
| took the one less travelled by,

and that has made all the difference.

This is the last stanza from Robert Frost’s ‘The road not taken’.
Here the demonstrative this of the first line will be interpreted by refer-
ence to lines 3-5 of the stanza. So there exists a cataphoric co-referential
cohesive tie between this and lines 3-5.

The interpretation of an implicit device is said to be EXOPHORIC
when the source for its interpretation lies outside the co-text and can
only be found through an examination of the context. Imagine a situa-
tion in which a small child is hammering away at some toy, making
a good deal of noise while the mother is trying to conc¢entrate on writ-
ing a conference paper. It is highly probable that she might say to the

child: :
Example 5.7
Stop doing that here. I'm trying to work.

The first message of Example 5.7 is highly implicit; and none of
the items doing, that, and here can be interpreted except by reference
to the immediate context of situation. Exophorically interpreted im-
plicit devices create an opaque link between the text and its context so
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far as speakers outside the context are concerned. The degree of opaci-
ty is obviously variable (Hasan 1984c), but if all the implicit devices
in a passage could only be interpreted exophorically, then to an out-
sider, the passage would appear either to lack all texture, or if it is per-
ceived as possessing texture, it would be because of cohesive ties with
the semantic relation of co-extension.

Cohesive interpretation and cohesive tie

One last point needs to be made before turning to co-extension, and
this is as follows: the interpretation of the implicit term must be seen
as an issue that is, in principle, separate from the kind of semantic re-
lation between the terms of the tie. It is possible to determine the kind
of semantic links between the two terms of a tie, even though the in-
tended specific meaning of the terms might not be available. Consider
Examples 5.8 and 5.9.

Example 5.8

They asked the sailor for some food
and he gave them a loaf of bread.

Example 5.9

i don't want this one
| want that one.

Most of us when faced with Example 5.8 will treat them in the
second message as co-referential with they even though we would have
no idea whether the two refer to ‘two children’ or ‘some beggars’ or
whatever. Thus we would say that there is a cohesive co-referential tie
between they and them, which is not a claim that could be made about
they and them in Example 5.10.

Exampie 5.10

They asked the sailor for some food
and he found them in the bottom of the bag.

The reason why most speakers would not think of them as co-
referential with they in Example 5.10 is furnished by their understand-
ing of English language. Turning to Example 5.9, we would treat one
in the second message as co-classificational with one in the first. This
treatment would not be possible if Example 5.9 were to be rewritten
as Example 5.11.

Example 5.11

| don’t want this one
so you can have it.

1 have laboured this point because

1. it throws a new light on some of the statements made in the previous
sections ‘Cohesive devices’ and ‘Implicit devices and their
interpretation’;
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2. it raises the question of the basis of perceiving the semantic rela-
tions of co-reference and co-classification; and
3. it is relevant to the role of exophoric devices in creating texture.

To take the first point first, I said earlier that cohesion is estab-
lished when an implicit device is interpreted by reference to some item
of the text. This is true so far as it goes, but Examples 5.8 and 5.9 clearly
demonstrate that a cohesive link can be established even when the spec-
ific meaning remains unknown. This demonstrates that what is more
important to texture is the identity and/or the similarity of the seman-
tic content rather than the content itself. The interpretation of a term
it by reference to another term nut free creates texture not because the
interpretation has become available, but because the interpretation
clinches the fact that a particular kind of semantic relation obtains.

So how about exophora? Are exophorically interpreted items an
embarrassment to this approach to texture? Whenever scholars have
attempted to prove that it is possible to have texts without cohesion,
in order to demonstrate their point they have normally created what
1 would describe as ‘minimal texts’ consisting of either a single message
by one participant, or one message per participant. Now, since the sta-
tus of text as text is functionally defined, in principle, it is irrelevant
what number of messages a text contains. However, in describing the
attributes of a class of phenomena we need to start with typical mem-
bers; and it cannot be denied that discourse whether spoken or written
is typically productive of much larger —non-minimal —texts, which dis-
play the full range of possibilities open to texts in general. By contrast,
taking the minimal text as typical, we would be forced to concede many
points that it would be absurd to have to concede. For example, we
might have to say that texts do not have generic structure; and to con-
cede this is quite absurd. So in order to support our statements about
texts in general, we must take non-minimal texts into account, since
this will permit generalisations about minimal texts as well, while the
reverse is not true.

A case in point are those implicit devices—‘he’, ‘she’, ‘it’, etc. —
which have no specific linguistic referent within the text. When the text
is minimal as in Example 5.7, it appears impossible to arrive at the in-
terpretation of such devices except by reference to the context of situa-
tion. Moreover, the devices seem to enter into no cohesive relation with
any other linguistic items in the text. However, if we examine longer
texts, we find that both these conditions are an artefact of the size of
the text. Implicit encoding devices can be intepreted without recourse
to situational clues even in the absence of a specific linguistic referent
in the text. In fact, sometimes, this is the only possibility open to us
in poetic texts. Consider an extract from Tomlinson’s lyric, whose title
is just ‘Poem’ (see Example 5.12).

Example 5.12

Upended, it crouches on broken limbs
About to run forward. No fonger threatened
But surprised into this vigilance

it gapes enmity from its hollowed core.
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Moist woodfiesh, softened to a paste
Of marl and white splinter, dangles
Where overhead the torn root

Casts up its wounds in a ragged orchis.

Throughout this poem, the word ‘tree’ never appears, yet a pragtised
reader is bound to interpret it (line 1) and its (line 4) as tree. Slnce,
in the case of literary texts, appeal to the immediate situatlon. is pa-
tently impossible, it follows that the interpretation has been arrived at
due to some feature(s) of ‘Poem’. And here the importance of such ex-
pressions as hollowed core, woodflesh, splinter, and torn ropt canr'lot
be denied. Note also that the reader will perceive the semantic relat.lon
of co-referentiality between it (line 1), it, and its (line 4). Qne might
claim that these itemns are, after all, not exophoric, since thelr.refe.rer‘lt
is determined text-internally; however, there is no specific llngulst{c
referent of if present in the entire text. Even conceding that the pronomi-
nals are exophoric does not force us to accept that they are‘xrre]evant
to texture. In the following poem, ‘A slumber did my spirit seal’, by
Wordsworth, she is definitely exophoric, but the relations between the
three instances of she are still cohesive (see Example 5.13).

Example 5.13

A slumber did my spirit seal;

| had no human fears:

She seemed a thing that could not feel
The touch of earthly years.

No motion has she now, no force;
She neither hears nor sees;

Rolled round in earth’s giurnal course,
With rocks, and stones, and trees.

As in the case of Tomlinson’s stanza, so here it can hardly _be de-
nied that the perception of continuity presupposes the perception of
a relation of co-reference between the pronominals. I. want to put for-
ward the hypothesis that the interpretation of jtems in the absence of
a linguistic referent and/or any situational clues as Yv_ell as ‘the percep-
tion of semantic relation between un-interpreted imp}lat_dewces is made
possible because of the third type of tie—that wh}ch is based on co-
extension. Where such ties do not exist, the relation of co'—reference
and co-classification are at least problematic if not imposmb}e to es-
tablish. This brings us to the discussion of the nature‘of the linguistic
units that can act as the terms of a co-extensional tie.

Cohesive devices — co-extension

Let us go back to Example 5.3.
Figure 5.2 A B tie-type

Example 5.3 silver golden =  co-extension

Compare the tie in Figure 5.2 with the three ties laid out in Figure 5.1.

You will immediately note an important difference: neither of the terms
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three sense relations

synonymy

antonymy

hyponymy

in this tie is implicit; we do not need to refer to anything else in order
to interpret the terms silver and golden—we only need to know the lan-
guage. The two terms of a co-extensional tie are typically linguistic units
that we refer to as ‘content words’ or ‘lexical items’. The relation of
co-extension, described earlier, naturally does not exist between any
two randomly co-occurring lexical items. So we need to state under what
conditions such a relation comes about. ‘The same general field of mean-
ing’ is a vague expression. And if we leave the expression unelaborat-
ed, then any kind of meaning association could be taken as constituting
a relation. We could end up with a chain in which the members of the
tie were as follows: flower, petal, stem, stalk, twig, branch, trunk, tree,
wood, log, faggot, tinder, fire, flame. In this list we have ended up
grouping items such as ‘flower’ and ‘flame’, between which it is not very
easy to say what kind of general meaning relation obtains. But if we
examine the list, we would find that in this collection there is no point
at which we could stop on the ground that the members of the pair
are not related meaning-wise. The members of each consecutive pair
such as, say, ‘flower’ and ‘petal’, ‘petal’ and ‘stem’, and ‘stem’ and ‘stalk’
show a close meaning relation, but the further apart the items are the
more difficult it is to relate them to each other semantically; for instance,
consider ‘lower’ and ‘faggot’. So obviously what we have to do is to
delimit the notion ‘general field of meaning’.

To achieve this end, I have used the traditional concept of sense
relation with certain additions. The three sense relations generally recog-
nised in the literature on semantics are those of SYNONYMY, ANTONYMY,
and HYPONYMY. Whenever two lexical expressions stand in any of these
relations, a cohesive tie is established.

In syNoNYMY, the experiential meaning of the two lexical items
is identical; this does not mean that there is a total overlap of mean-
ings, simply that so far as one kind of meaning goes, they ‘mean the
same’. The standard literature in semantics, for example, mentions such
pairs as ‘woman’ and ‘lady’, ‘buy’ and ‘purchase’, and ‘smile’ and ‘grin’,
etc.

ANTONYMY can be described as the oppositeness of experiential
meaning; the members of our co-extensional tie silver and golden are
an example of this kind of meaning relation.

HYPONYMY is a relation that holds between a general class and its
sub-classes. The item referring to the general class is called SUPER-
ORDINATE; those referring to its sub-classes are known as its HYPONYMS.
If we take animal as an example of super-ordinate then its hyponyms
are cat, dog, bear, etc. Note that cat, dog, and bear are also semanti-
cally related as the co-hyponyms of the superordinate animal.

The lexicon of a language is organised into a hyponymic hierar-
chy, so that we have differing degrees of generality. For example, in
English, the most general and therefore the super-ordinate par excel-
lence is the item ‘thing’, which can be used to refer to almost anything.
Consider also the gradation of generality in food, fruit, berry, blue-
berry. At this point let me draw attention to the fact that when we have
a relation of co~-hyponymy, as for example, between caf and dog, we
can also think of the relation as that of weak antonymy. The distinc-
tion between a certain kind of antonymy and co-hyponymy is not easy
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to draw. On the other hand, this matters little for our immediate pur-
poses, since whether the two items are related as antonyms or as co-
hyponyms, the relation will contribute to cohesion in either case.

To these generally recognised sense relations, I would add that of
MERONYMY: the term refers to a part-whole relation as in the case of
tree, limb, and root, where limb and root are co-meronyms, naming
parts of the superordinate tree. While meronymy is very much like a
sense relation, there is another kind of lexical patterning that contrib-
utes to texture but, strictly speaking, is not recognised as a kind of sense
relation. 1 have in mind the REPETITION of the same lexical unit. The
repetition of the same lexical unit creates a relation simply because a
largely similar experiential meaning is encoded in each repeated occur-
rence of the lexical unit as in Example 5.14.

Example 5.14

There were children everywhere.

There were children on the swings, children on the slides, and children on
the merry-go-round.

It is also possible to have repetition where the morphologically dis-
tinct forms of the same lexical unit occur. In Example 5.15 the items
suggested and suggestion are really two distinct morphological forms
of the same lexical unit and can be treated as a case of repetition.

Example 5.15

The committee suggested that afl sexist language be removed from the regu-
lations. If this suggestion is adopted, we shall have to avoid ‘he’, ‘hig’, etc.

This discussion of the cohesive devices has been necessarily brief
and does not cover all the devices recognised in Halliday & Hasan (1976)
or in Hasan (1979, 1984b). So I shall add two comments:

1. All lexical cohesive devices discussed above are general in nature.
For example, the relation of synonymy between lady and woman
is a general fact of English. There are cohesive devices that are en-
tirely specific to a single text, for example, those of INSTANTIAL SEM-~
BLANCE as in all my pleasures are like yesterdays (Hasan 1984b).

The continuities created by structural devices have not been men-
_ tioned, for example paraLLEUISM (Halliday & Hasan 1976), and the
organisation of Theme-Rheme and Given-New (Fries 1983).

2 All devices discussed are coMPONENTIAL. The items that serve as terms
of a tie form part of some message(s), i.e. they are message cOmpo-
nents. The linking of components creates cohesion between messages.
But there is a large number of devices known as cohesive conjunc-
tives (Halliday & Hasan 1976; Martin 1983) that contribute to tex-
ture. These devices are ORGANIC; the terms in the tie are whole
message(s) rather than message components, for example, in the fol-
lowing, where one whole message is consequence and the other cause:
I'm going to bed cause I'm very sleepy. Adjacency pairs, for exam-
ple question-answer, request-compliance (Schegloff 1968; Goffiman
1975), are a variety of organic cohesive device.
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Table 5.1 summarises the devices discussed.

Table 5.1 Summary of cohesive devices

NON-STRUCTURAL COHESION

COMPONENTIAL RELATIONS ORGANIC RELATIONS
Device Typical tie relation

) A. Reference A: Conjunctives

> ’ . e.g. causal tie

@ 1. Pronommal§ concession tie ...

m 2. Demonstratives co-reference

g 3. Definite article

O wn 4. Comparatives

- 8 B: Adjacency pairs

6 = e.g. Question (followed by)

o ‘s B: Substitution answer;

< & Ellipsis co-classification offer (followed by)

§ 1. Nominal ) acceptance;

< 2. Verbal order (followed by)

6 3. Clausal compliance ...

m A: General Continuatives

= 1. Repetition (e.g. still, already...)

B 2. Synonymy co-classification

o] 8 3. Antonymy or

8 0 4. Meronymy co-extension

2%

<A B: Instantial

L 1. Equivalence co-reference

ﬁ 2. Naming \ or

-1 co-classification

3. Semblance

STRUCTURAL COHESION

Parallelism
Theme-Rheme Development
Given-New Organisation

0wy

The interdependence of grammatical and lexical cohesion

I suggested before that even if two implicit terms remain un-interpreted,
as in Examples 5.8 and 5.9, it is still possible to perceive relations of
co-reference and co-classification between them. With Example 5.12
I drew attention to the fact that even in the absence of both a specific
linguistic referent and any situational clues, there are occasions when
it is possible to provide an interpretation of the implicit device. I went
on to suggest that both these things happen largely because of the seman-
tic relations maintained through lexical ties. In a text of non-minimal
size, there normally occur many such threads of semantic relation, and
their simultaneous operation is important in the resolution of both the
above problems. The moral from this is easy to draw: to be effective,
grammatical cohesion requires the support of lexical cohesion.

However, the relationship is not so one-sided: to be effective, lexi-
cal cohesion, in its turn, requires the support of grammatical cohesion.
The reciprocity of these two kinds of cohesion is essential, as can be
seen from Examples 5.16 and 5.17.
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Example 5.16

John gets up early. We bought him a tie. He loves peaches. My house is
next to his. :

Example 5.17

A cat is sitting on a fence. A fence is often made of wood. Carpenters work
with wood. Wood planks can be bought from a lumber store.

In Example 5.16 there is no grammatical reason that would prevent
he, him, and his from referring back to John. But if I say that him
in the second sentence of this example should be interpreted as John,
you just have to take it on faith; there is nothing in the text that points
you in the direction of that particular interpretafion. Why? Because
grammatical cohesion is not supported here by lexical cohesion; the
relations discussed under ‘Co-extension’ do not tie any two lexical items
of Example 5.16. By itself, grammatical cohesion does not work. On
the other hand, lexical cohesion does not work by itself either. In Ex-
ample 5.17, we find only lexical cohesive relations: of reiteration, syn-
onymy, and hyponymy. Thus we have fence and wood reiterated, and
we have lumber and wood planks. None the less, it is an odd kind of
text, if text it is. In comparison with Example 5.16, we may perhaps
be willing to think of it as more of a text, but by no stretch of the im-
agination could we think of it as a typical one.

In a typical text, grammatical and lexical cohesion move hand in
hand, the one supporting the other. The many differing kinds of seman-
tic relations operate at one and the same time through sizeable por-
tions of a text. To demonstrate this point, let me examine in some detail
the first five clauses of Text 5.1. In Figure 5.3 each rectangle stands
for one clause. Within each of these clauses there are components that
enter into a grammatical or lexical cohesive relation. There are four
such threads of continuity:

1. the first, with the first element gir/ in clause I;
2. the second, with wen! in clause 2;

3. the third, with teddy bear in clause 3; and

4. the fourth, with home in clause 4.

see p.70

Figure 5.3
cl.1cl. 2 cl. 3 cl. 4 cl. 5
\E: went walk lshe teddybearl {she it home Fle got home she itl
A - ) S I L A A /I\ 2, t: i 2 L
NN , R

Each of these form part of a cHaIN in which the members are relat-
ed to each other in specific ways. To indicate the movement of the chain,
I will connect the members of the first chain with a solid line; those
of the second with dots; those of the third with dots and dashes, while
the links in the fourth chain will be indicated with a wavy line. Each
rectangle contains only those components of the clause that function
as elements or links in the chain. Figure 5.3 demonstrates the appropri-

83



cohesive chains

an identity chain

a similarity chain

ateness of the metaphor ‘threads of continuity running throughout the
text’ to describe the simultaneous operation of many cohesive chains,
each of which supports and refines the domain of meaning for the
others. This is one reason why, in natural uses of language, we hardly
ever notice ambiguities.

A technical term that has appeared in this discussion is COHESIVE
CHAIN. What is a cohesive chain? As the analysis provided in Figure
5.3 shows, a chain is formed by a set of items each of which is related
to the others by the semantic relation of co-reference, co-classification,
and/or co-extension. Taking the type of relation into account, we can
sub-categorise chains into two types: IDENTITY CHAINS and SIMILARITY
CHAINS. Again, both of these are exemplified in Figure 5.3. Thus chain
1 with girl, she, etc. is an identity chain. The relation between the
members of an identity chain is that of co-reference: every member of
the chain refers to the same thing, event, or whatever, as in this chain,
where each item refers to the same girl. This particular identity chain
is text-exhaustive, i.e. it runs from the beginning to the end of the text.
This, 1 would suggest tentatively, is a characteristic of short narratives:
texts of this category normally contain at least one text-exhaustive
identity chain.

Now, turning to similarity chains, an example of which is provid-
ed by chain 2 in Figure 5.3 with went, walk, etc.: the members of a
similarity chain are related to each other either by co-classification or
co-extension. Each such chain is made up of items that refer to non-
identical members of the same class of things, events, etc., or to mem-
bers of non-identical but related classes of things, events, etc.

The distinction between identity and similarity chains is important,
relating both to the notion of text and of context. Let us take the iden-
tity chain first. Each item in an identity chain refers to the same ‘thing’
(where the word ‘thing’ should be interpreted as covering any class of
referent). Paradoxically, however, the extra-linguistic identity of the
thing is immaterial to texture. Let me develop this point a little. While
writing this chapter I have used such items as I, me, my. These make
an identity chain, each item in the chain referring to the same extra-
linguistic thing: Rugaiya Hasan. Now, independent of this text, Ru-
gaiya Hasan is the same person who will be talking to students at Mac-
quarie University in a few week’s time. I find that it is not possible to
give talks without such expressions as ‘I find ...’, let me show .. .0,
and ‘in my opinion ... . These expressions were present in my earlier
talks, they are present today, and they will most probably be present
in future talks as well. I am sure that you can anticipate what 1 am
about to say: if we take the criterion of ‘referring to the same extra-
linguistic thing’ literally, then all of these variants of the first person
singular pronoun will form but one identity chain. Such an identity
chain may definitely have uses in the construction of biographies and
case histories, but it is quite useless so far as notions of textual unity
and textual identity are concerned. So we come up with the rather in-
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teresting conclusion that the notion ‘the same extra-linguistic thing’ must
be modified by the expression ‘within the context of this specific text’,
rather than being taken as a text-independent entity.

The members of a similarity chain are related by co-classification
and/or co-extension. In Figure 5.3, a similarity chain occurs with mem-
bers went, walk, and got (i.e. reached); the relationship between these
items is not identity of reference but similarity of reference, so that
the referents lie within the same general field of meaning. For exam-
ple, walking is a kind of going, and going is an important part of get-
ting anywhere.

There is one rather significant difference between similarity and
identity chains. If two texts embedded in the same contextual configu-
ration are compared, we are highly likely to find a considerable degree
of overlap in at least some of the similarity chains found in them. This
is not an accident. The items in a similarity chain belong to the same
general field of meaning, referring to (related/similar) actions, events,
and objects and their attributes. The lexical items in a general field of
meaning form a semantic grouping that represents the potential for the
formation of similarity chains. This semantic grouping is genre-specific
and to the extent that similarity chains are really a part of the total
semantic grouping, they too are genre-specific. The implication is that
if we know the specific social process —the field of discourse —relevant
to an interaction, it will be possible to predict that some selection from
this or that semantic grouping will appear in the shape of similarity
chains in the text generated; equally, selections from given semantic
groupings are constitutive of the field of discourse. So semantic group-
ings are logically related to specific contextual configurations, though
how much of such a grouping will appear in the shape of similarity
chains in a particular text of a given genre is open to variation.

By contrast, identity chains, particularly -when their terms refer
to some specific individual — person(s) or object(s) —rather than to a
whole class as such, are essentially accidental from the point of view
of the contextual configuration. So far as appointment making is con-
cerned, it matters little whether the patient is Smith or Wilson, whether
the receptionist is Glen or Anderson. This does not imply that identity
chains are unimportant; in fact, in certain genres, they appear to be
rather closely related to the overall structural shape of a text (Hasan
1984b).

The above sections were concerned with the presentation of some
of the major cohesive devices that contribute to texture. In the follow-
ing section, I address the first question raised earlier regarding Texts
5.1 and 5.2: how do they differ, if they do, in respect of their texture?
To answer this question, I shall restrict myself to such notions as have
been presented above in some detail. I shall ignore instantial lexical
cohesion, all organic relations, and all forms of structural cohesion (see

Table 5.3). This is not because they are less inportant, but because time .

and space are limited.

difference between
similarity and
identity chains

this question is
raised in the section
titled ‘Texture,
cohesive ties, and
cohesive devices’,
p.73
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SE = subject ellipsis

The texture of Texts 5.1 and 5.2

Look again at Texts 5.1 and 5.2.

Whenever 1 have presented these two texts to informants, they have
unanimously agreed that Text 5.2 is less coherent than 5.1 (which is
not to say that 5.2 is a non-text). An explanation of what this judg-
ment correlates with in patterns of texture is difficult to find, so long
as grammatical and lexical cohesion are examined separately. You will
probably be surprised to learn that the number of grammatical cohe-
sive devices in the two texts is identical as shown in Tables 5.2 and 5.3.

Table 5.2 Grammatical cohesive devices in Text 5.1

2. she 3. she
4. sheit 5. shesheit
6. she it her she it 7. she
8. she SE it the his 9. SE her
10. she the 11.  the she it
12. sheitit 13. she Tthe***
Table 5.3 Grammatical cohesive devices in Text 5.2
1. Tthe *the 2. “he
3. the "the *the 4. they? *the "the
5. theit 6. they? the the
7. they? him 8. SE? him *the
9. SE?it ‘the 10. the his
11. the the the 12.  the their? the

As is obvious from Tables 5.2 and 5.3, the texts do not differ cru-
cially in the frequency of grammatical cohesive devices; nor do they
differ greatly in the patterns of lexical selection, or even in the propor-
tion of devices that are subsumed in chains. Table 5.4 presents some
facts regarding grammatical and lexical cohesion in the two texts.

Table 5.4 Grammatical and lexical cohesive devices in Texts 5.1
and 5.2 :

) Text 5.1 Text 5.2
1. grammatical cohesive devices 30 30
2. frequency of 1 per clause 2.3 2.5
3. percentage of 1 entering in chains 97 93
4. explicit lexical tokens 47 37.
5. cohesively interpreted lexical tokens 27 30
6. total lexical tokens 74 67
7. 5 as percentage of 6 36 . 41
8. percentage of 1 interpreted
anaphorically : 97 60
9. percentage of 1 interpreted
exophorically . 3 27
10. percentage of 1 interpreted
ambiguous - 13

Let me first gloss the unfamiliar terms. SE in Tables 5.2 and 5.3

stands for subject ellipsis; the first example occurs in message 8 of Text
5.1:

when she got up
and [SE] combed it
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where SE will be interpreted as she, i.e. (aforementioned) little girl.
In message 13 of Text 5.1, the has several asterisks (*) attached to it;
this is to sensitise you to the fact that it occurs in a semi-fixed exp-
ression all the rest. In Table 5.3, several grammatical devices have
an interrogative (?) or a cross (+) attached to them; the former is to
indicate that the interpretation of these is problematic —they could be
interpreted in more than one way; the cross is to indicate that the device
is exophoric. Table 5.4 (line 3) presents percentages of grammatical co-
hesive devices entering in chains; these chains are formal as described
in Halliday & Hasan (1976) and do not necessarily correspond to iden-
tity and/or similarity chains. The term ‘explicit lexical token’ refers to
the content words in the texts, which appear as content words from
the start; by contrast ‘cohesively interpreted lexical tokens’ are those
that are arrived at when the grammatical cohesive devices (of Tables
5.2 and 5.3) are interpreted.

Tables 5.5 and 5.6 present the total picture. In these two tables,
those lexical items are underlined that are the interpretation of some
grammatical cohesive device. For example, in Table 5.5, message 2,
girlis underlined; this lexical item is the interpretation of she from mes-
sage 2 of Text 5.1: she went out for a walk. You will note that some
items are underlined with broken lines; each of these is a noun mo-
dified by the. For example, Text 5.2, line 1, reads: the sailor goes on
the ship. Given the meaning of the (Halliday & Hasan 1976; Hasan
1984c), the modified noun refers to a uniquely identified (set of) thing(s).
The cross (+) marks exophorically interpreted the.

Table 5.5 Lexical rendering—Text 5.1

little girl was

girl went walk

girl saw lovely little teddybear

girl took teddybear home

girl got home girl washed teddybear

girl took-to-bed teddybear girl girl cuddled teddybear

gir] fell-to-sleep straight

girl got-up girl combed teddybear little wirebrush teddybear opened-eyes
teddybear

9. teddybear started speak girl

10. girl had teddybear many many years weeks

11. teddybear got dirty girl washed teddybear

12.  girl brushed teddybear teddybear say some new words different country
13.  girl know speak English Scottish all-* the-rest***

oW

Table 5.6 - Lexical rendering —Text 5.2
1. “sailor go "ship
2. sailor come home dog
3. dog want “boy +girl
4. sailor boy girl dog know *bear was * chair
5. bear come go-to-sleep chair
6
7
8

sailor dog boy girl find bear chair

sailor dog boy girl wake-up bear
sailor dog boy girl chuck-out bear *room

9. sailor dog boy girl take bear *zoo
10. sailor take-off sailor hat
11. dog chased bear room

12. boy sit sailor dog boy girl chair bear sleep
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Text 5.1 is highly
self-sufficient

Question 2, p. 73

‘If the two vary in
the degree of
coherence, what if
any patterns of
language correlate
with this variation?’

see ‘Cohesive
interpretation and
cohesive tie’, p. 77

the origins of Texts
5.1 and 5.2

Returning now to Table 5.4, line 7 shows what percentage of the
total lexical tokens is arrived at through the interpretation of the gram-
matical cohesive devices. So far the differences between Text 5.1 and
5.2 have been statistically insignificant, but the last three entries ap-
pear different. Of the grammatical cohesive devices of Text 5.1, 97 per
cent are anaphorically interpretable. This means that the text is highly
self-sufficient; to understand the speaker’s meanings, one needs simply
to know the English language. Not so with Text 5.2, where 40 per cent
of the devices cannot be interpreted by reference to the text; 27 per
cent are exophorically interpretable while 13 per cent are ambiguous.

We are now in a position to revive question 2 raised at the begin-
ning of this chapter, rephrasing it, in the light of our findings, as fol-
lows: can the listener’s perception of varying degrees of coherence
between Texts 5.1 and 5.2 be correlated with the differences in texture
indicated in the last three entries of Table 5.4?

Texture and textual coherence

Exophora

There can be no unequivocal answer to the question raised above. I
have argued above that although exophora reduces the possibility of
interpretation, it does not necessarily prevent the formation of cohe-
sive ties; and to this extent it does not militate against texture, particu-
larly if we find that relations of co-reference and/or co-classification
are not being adversely affected by the presence of exophora. What is
the position with regard to Text 5.2? ‘

Here the history of the data is relevant. These stories were collect-
ed in Bernstein’s Sociological Research Unit (University of London)
in the mid-1960s from children who were asked to tell a bedtime story
to a teddybear about a sailor, a dog, a boy, and a girl. All five charac-
ters were presented in toy form to the children. Thus the meaning of
the in the sailor type of phrase was clear to both participants. Moreover,
in all cases the exophoric device is the. In a group such as the sailor,
someone who does not know the history of the data is likely to ask:
which sailor? However, it is doubtful that the absence of an answer
to this question will make the reader perceive Text 5.2 as less coherent,
especially since the co-referential link between the sailor of line 1 and
the sailor of line 10 does not appear to be in question. There are al-
together eight occurrences of exophoric the: in Tables 5.3 and 5.6, items
with cross mark (+) where a new referent is introduced ex-
ophorically, for example the sailor, the ship (line 1), the boy, the girl
(line 3). Of these only the ship (line 1), the room (line 8), and the zoo
(line 9) did not appear in the instruction given to the child. The ex-
ophora of the zoo is a formal exophora (Hasan 1984c) which is the
least opaque of the exophorics; the ship and the room become less
problematic because of the semantic relation between sailor and ship
and home and room. If Text 5.2 is perceived as less coherent than Text
5.1, the reason cannot lie in the variation of exophorically interpreted
grammatical devices.
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Ambiguity

What is the position with regard to ambiguity? Ambiguity appears to
be more relevant. An ambiguous grammatical cohesive device is one
that could be interpreted in more than one way given the frame of the
particular text. In Text 5.2, there are six such devices; they occur in
lines 4, 6, 7, 8, 9, and 12 (see Tables 5.3 and 5.6). The source of their
ambiguity is the same, so we need discuss only they from line 4. In
lines 1-3 of Text 5.2, we are introduced to the sailor, a dog, the boy,
and the girl. One possible reading of they is that it is co-referential only
with the boy and the girl; another is that it is co-referential with all
four on the ground that dog is quasi human; and a third possibility
is that they is co-referential only with the humans. I would disregard
the last possibility because its motivation is a non-textual notion of what
the world is like. But even so, it is not easy to decide between the first
and second alternative. On the principle that the probability of pronomi-
nals being co-referential with the nearest appropriate nominal group—
simplex or complex —is the highest, it would be reasonable to interpret
they as the boy and the girl.

Nothing in the text disturbs this interpretation, until we come to
think about the fact of the sailor and the dog. On this interpretation
of they, sailor and dog have no role in the story until we get to lines
10 and 11. Line 11 shows that dog could very well be included amongst
those who chuck the bear out of the room; chasing out and chucking
out are, after all, part of the same general activity. In line 10, sailor
may be said to be, metaphorically, mopping his brow; you could say
he takes his hat off after the completion of a rather demanding exer-
cise. This interpretation has the merit of saving the sailor from just
hanging around doing nothing between lines 1 and 10 of the text. On
these grounds, it seems far more reasonable. to interpret they of line
4 as co-referential with sailor, dog, boy, and girl.

Neither of the interpretations is without its problems; if we adopt
the last one, as I have done, this is only because I wish to give maximal
benefit of the doubt to the child-author of this story. But in doing this,
one must not forget the problems that remain unresolved. An interest-
ing question is: under what conditions does ambiguity of the type un-
der discussion arise? It is quite possible that such ambiguity and relative
lack of coherence are the product of the same factors, and that there
is no direct logical relationship between ambiguity and relative lack of
coherence. If this is the case, then it should be possible to find texts
that are lacking in coherence without also displaying ambiguities. In
my work with children’s stories, I have found that lack of coherence
can exist independently of ambiguity, and that if the text is coherent,
a certain degree of ambiguity can be tolerated (Hasan 1984b).

Cohesive chains

I argued that lexical cohesive relations are instrumental in permitting
the interpretation of those implicit items that lack both a specific lin-
guistic referent, and a situational clue. This implies that lexical cohe-
sive relations are relevant to any discussion of the sources of the kind
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of ambiguity under focus. The discussion regarding ‘The interdepen-
dence of grammatical and lexical cohesion’ also carries the same impli-
cation. It might therefore be illuminating to look into the identity and
similarity chains formed in the two texts. Perhaps this examination
would at once provide an explanation for the occurrence of ambiguity
and reduced coherence. Table 5.7 presents the chains from Text 5.1.

Table 5.7 Cohesive chains in Text 5.1
Identity chains: (a) girl (17)
(b) teddybear (14)
(c) home (2)
Similarity chains: (d) was got (= became)
(e) went walk got (= reached)
(f) lovely dirty
(g) wash (2) comb brush
(h) took had (= owned)
(i) weeks years
(j) many (2) some
(k) new different
() speak (2) say
(m) took-to-bed fell-to-sleep got-up .
opened-eyes
(n) words English Scottish all-the-rest
(o) little (3)

The numbers in brackets show how many tokens of the lexical unit
occurred in the text. Of the total tokens, 90.5 per cent (67 out of 74)
are subsumed in cohesive chains. How does this compare with Text 5.2?

Here we face a problem. It is difficult to decide what goes into the
identity chains and what the total set of lexical tokens for Text 5.2 is,
without resolving the ambiguity. One solution is to ignore those iden-
tity chains relating to sailor, boy, girl, or dog, and examine the rest
of the text. In that case, our findings will be as displayed in Table 5.8.

Table 5.8 Cohesive chains in Text 5.2
Identity chains: (a) bear (8)
(b) chair (4)
Similarity chains: (c) come (2) go take
(d) go-to-sleep wake-up sleep
(e) find chase-out chuck-out
(f) home room (2)

When sailor, dog, boy, and girl are ignored, the total number of
lexical tokens in Text 5.2 is reduced to 33; of these 25 are subsumed
into chains. By comparison with Text 5.1, only 76 per cent of the tokens
are in cohesive chains. In respect of cohesive chains then there seems
to be a significant difference between Texts 5.1 and 5.2. But what is
the interpretation of this difference?

One obvious interpretation is that lexical selections in Text 5.2 do
not divide themselves into a homogeneous set of semantic groupings.
The fairly large percentage of tokens that fall outside chains—i.e. are
PERIPHERAL — prevent a consistent reconstitution of the field of the text.
This can then be seen as part of the reason why Text 5.2 coheres less
well than Text 5.1.
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Chain interaction

Convincing as this explanation seems, it just will not work; though,
no doubt, there is a good deal of truth in it. In the first place the high
percentage of peripheral tokens does not necessarily entail ambiguity;
Example 5.17 has only 64 per cent of its lexical tokens in chains, yet
it contains no ambiguity. True, it could not be described as a coherent
text. But the fact that a high percentage of lexical tokens are
RELEVANT—i.€. enter into chains — does not necessarily entail coherence.
There is no better proof of this than a list such as follows.

Example 5.18

girls bananas two spend shopkeeper
apples own girls dollars grapes

buy fifty sell cents shopkeeper

girls fruit

No one could possibly describe this list as a coherent text, though 100
per cent of its tokens are subsumed in chains. So we are still far from
any linguistic fact that can be unequivocally correlated with variation
in coherence.

It is important to recall here that in constructing chains, we are
concerned with components of messages. Our entire analysis has
revolved around components rather than whole messages as such. On
the other hand, it is only message as message that has any textual via-
bility; and it is only at the rank of clause or above that a lexico-
grammatical unit is contextually viable: it is only at this rank—or
above — that a linguistic unit can encode a complete message. Although
the chains go a long way towards building the foundation for coher-
ence, they are not sufficient; we need to inciude some relations that are
characteristic of those between the components of a message. This is
the relation that I refer to as CHAIN INTERACTION.

By chain interaction I mean relations that bring together members
of two (or more) distinct chains. These relations are essentially gram-
matical. For example, if we take chain (a) gir!/ and chain (¢) went, walk,
got from Table 5.7, we would note that girl is in an identical grammat-
ical relation with went and got— girl is the AcTOR of the ACTION went
and got. We can say, then, that in Text 5.1, chains (a) and (e) interact.
A minimum requirement for chain interaction is that at least two mem-
bers of one chain should stand in the same relation to two members
of another chain. This requirement is important for two reasons:

1. The relations that lead to chain interaction are the very ones that
exist between the constituents of a clause or of a group, for exam-
ple, doer, doing; sayer, saying; doing, done-to; or quality, qualified,
etc. If a single such relation were considered sufficient for chain in-
teraction, then by definition every member of the chains would in-
teract with some member. This would be tantamount to saying that
anything that is a clause or a group is, per se, responsible for coher-
ence. Moreover, there would be no need to differentiate between
chain formation and chain interaction; since the former by itself

chain interaction



Figure 5.4 Chain interaction in Text 5.1

©)

would be a measure of chain interaction. But this is surely wrong
since a random list of clauses or groups would not necessarily be
coherent; nor does chaining entail coherence (see discussion of Ex-
ample 5.18 above).

2. The second reason is deeper still. The recurrence of a relation be-
tween two chains is indicative of two vectors of unity. The first vec-
tor of unity is indicated by the semantic similarity that permits
members to be part of the same chain; the second vector of unity
indicates the semantic similarity that unites at least pairs of mem-
bers from two chains. The rationale for this is simple to find: in a
coherent text one says similar kinds of things about similar phenome-
na. For example, the girl in Text 5.1 does not simply go home, she
also gets home; she does not simply fall asleep, she also wakes up,
and so on.

When the text is not too long, the chain interaction within it can
be visually displayed. This visual display highlights the continuities and
the discontinuities in the text. Figures 5.4 and 5.5 display the chain inter-
action in Texts 5.1 and 5.2 respectively.

(@) ()

g“l ‘l‘ went
irl got
home | || 8T (b)
home " . ®) ..
gir i Jtook | ~ I | leeddybear
" —~ | had | teddy bear
girl
girl i took-to-bed
girl | lag—3 fell-to-sleep |(m)
girl got-up
girl . washed I teddy bear
girl || ', | combed | u teddy bear
girl 1 washed “ | teddy bear
girl brushed | (g) teddy bear
lovely | V | teddy bear
)| dirty [ 7| |teddy bear 0
i X (n)
teddy bear | [« |SP®2 words
teddy bear say iv | English
speak > Scottish
all-the-rest

Each rectangle in these figures represents a (part of a) chain; the
chain labels used here are the same as in Tables 5.7 and 5.8. If Figure
5.4 is compared with Table 5.7, you will see that (a) girl contains 17
members, though the rectangle (a) in.Figure 5.4 contains only 11 of
these: this is because only 11 of the 17 members of chain (a) qualify
as interacting with some other chain(s). Thus although the rectangles
bear chain labels, they need not represent complete chains. When there
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Figure 5.5 Chain interaction in Text 5.2
(@)

®)
bear hai
@ bear || 1 | e
. - - chair
go-to-sleep | ' bear chair
sk Dl chair
eep bear
()
) chuck 4ii‘ bear ‘ﬁi‘ room
chase o bear |{ | room
©
g0 . i‘ sailor
come sailor

is chain interaction, two items of each chain interact with two items
of at least one other; each interacting segment of the chain—two or
more members —is boxed together to make the interaction display eas-
ier to follow. Thus in Figure 5.4, the first and second entries of gir/
interact with (€) went and got; the second and third gir! entries interact
with (c) home; the third and fourth gir/ entries interact with (h) took,
had, and so on.
Each arrow in these figures has a roman number to allow easy refer-
ence. They can be glossed as follows:
Any two chains linked by an arrow marked
i are in ‘actor action’ relation (for example, girl went);
ii are in ‘action acted-upon’ relation (for example, fook teddybear)
iii arein ‘action and/or actor location’ relation (for example, girl got
home)
iv are in ‘saying text’ relation (for example, said words)
v are in ‘attribute attribuand’ relation (for example, lovely teddybear)

Those members of the chain that enter into interaction (and would thus
appear in displays of the type shown in Figures 5.4 and 5.5) are known
as CENTRAL TOKENS; the remaining members of the chain are. NoN-
CENTRAL. We thus have the following classification of the total lexical
tokens of a text:

1. Relevant tokens: All tokens that enter into identity or similarity
chains; these divide into:
(a) Central tokens: those relevant tokens that interact;
(b) Non-central tokens: those relevant tokens that do not interact;
2. Peripheral tokens: All those tokens that do not enter into any kind
of chain, for instance cuddled in Text 5.1 and hat in Text 5.2.
Having established the framework throughout this section, we can now

state fairly definitely what the linguistic correlates of variation in co-
herence will be:

1. The lower the proportion of the peripheral tokens to the relevant
ones, the more coherent the text is likely to be. Note that in Text
5.1, relevant tokens form 90.5 per cent of the total while in Text
5.2, they make up only 76 per cent.
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focal chains

cohesive harmony

.2. The higher the proportion of the central tokens to the non-central

ones, the more coherent the text is likely to be. The central tokens
of Text 5.1 (see Figure 5.4) constitute 65 per cent of the relevant
tokens while for Text 5.2, this figure is only 36 per cent.

3. The fewer ‘the breaks in the picture of interaction, the more coher-
ent the text. In Figure 5.4, the entire set of interacting chains is relat-
ed, with chains (a) and (b) functioning as FOCAL CHAINS, each of
which interacts with a large number of other chains. In Figure 5.5,
there is a clear break.

The three features mentioned above are ordered. The first amounts
to saying that the semantic grouping in the text should be such as to
establish unequivocally certain definite referential domains. If and when
this happens, the majority of the lexical tokens of a text will fall within
chains, leaving out but an insignificant few. This is a necessary condi-
tion for the second attribute. Texture is thus essential to textual unity,
and cohesion is the foundation on which the edifice of coherence is built.
Like all foundations, it is necessary but not sufficient by itself.

The second statement amounts to the claim that simply the estab-
lishment of the definite referential domains is not enough.-Identity and
similarity should not be limited to message components alone —such
identity and similarity underlie chain formation; the notions of identi-
ty and similarity should also be extended to the content of the message
as message. In common parlance, when speakers are engaged in the
process of creating a coherent text, they stay with the same and similar
things long enough to show how similar the states of affairs are in which
these same and similar things are implicated.

The third statement claims that the process of creating coherent
texts involves an indication of relationships between the things one is
‘on about’. The outcome is that a complete break in chain interaction
does not take place —transition from one topic to the next is a merging
rather than a clear boundary.

I have referred to the sum of these three phenomena as COHESIVE
HARMONY: and a briefer claim about coherence could be formulated
thus:

variation in coherence is the function of variation in the cohesive
harmony of a text.

It is harmony in more than one respect: it brings together lexical
and grammatical cohesive devices, subjecting them to semantic con-
siderations of identity and similarity. This is as it should be; a text,
after all, is not a unit of form but of meaning. Secondly, it is harmony
because it harmonises the output of two macrofunctions: the textual
and the experiential. The output of the textual function are the chains
and the interactions; the output of the experiential function at the rank
of clause and group is what the interaction is built upon. Thus cohe-
sive harmony is an account of how the two functions find their expres-
sion in one significant whole. No doubt, the concept of cohesive
harmony can be further refined by bringing in the logical and interper-
sonal functions into the picture. If this can be done, it will show that
even where text is concerned, multifunctionality is a fruitful concept.
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Texture, coherence, and the teacher

In recent years, some objections have been raised to this approach. For
example, it is said (Morgan 1978; de Beaugrande 1980) that coherence
is ultimately based on the assumption that when speakers speak they
say things that cohere with each other. True, we do make such an as-
sumption. But this does not absolve us from asking: what is this as-
sumption itself based upon? What are the conditions under which such
an assumption cannot be sustained by a listener? Why do we have to
abandon such an assumption in the case of some speakers, for exam-
ple, that of Text 5.2? Questions of this kind can be answered if the
issues of texture and coherence are approached in the manner I have
suggested; instead of taking the basis for granted, our approach probes
the very basis of the basis. And in all practical applications, this is a
significant difference.

One very important aspect of education is the production of co-
herent discourse. A teacher aims to educate and train in such a way
that the students are able to ‘talk about’ their selected topics in a co-
herent and connected way. It is the experience of teachers at all levels —
universities not excepted —that the early discourse of students in a new
field is relatively less coherent than their later discourse. This is because
the semantic relations between the key concepts are not yet clear. A
teacher can definitely not start with the assumption of coherence or
non-coherence when picking up an exercise by a student. He or she—
let’s say she—has to take the discourse as it comes, solely on its own
merit. And in order to explain to herself why the discourse does not
work as the student no doubt wished it to work, the teacher has to look
at the meaning relations —including gaps in meaning relations. She can
only do this by concentrating on the language of that exercise, as mean-
ings are constructed by language. ‘

What I have said about written exercises, applies mutatis mutan-
dis in the case of spoken discourse in the classroom. Gestures, eye con-
tact, and posture are indeed important means of negotiating meanings,
but in the domain of education—particularly in explaining, say, the
causes of the Second World War, or the relation between ideology and
history, or the hidden assumptions of the cult of individuality —the
meanings relevant to the matter of the topic must be created through
the appropriate, communally interpretable use of language. And that
implies by creating a coherent discourse. That, in its turn, implies by
understanding meaning relations between the concepts of the chosen
field. And that in its turn demands that those who broach these specialist
concepts —teachers and authors alike —must in their turn produce co-
herent discourse. The world, and particularly the world of education,
is made up of talk. The success of talk is not something we can just
assume. We need to know what properties talk must have in order to
be successful. It is one part of this problem that is examined in this
chapter.

It would be a gross misunderstanding and misuse of the main mes-
sage of this chapter to act as if a person can be taught to produce a
coherent text by such simplistic methods as, for example, exhorting them

some educational
implications



to put in 60 per cent of pronominals, 20 per cent of definite articles,
3 causal relations, and by making the lexis hang together in chains. The
cohesive devices create texture because they establish relations of mean-
ing. The incoherence of discourse is often a pointer to an inability to
organise the relevant meanings in relation to each other. A teacher can
assist by pointing out what semantic consequence the choice of a par-
ticular pattern of wording has; for example, what difference of mean-
ing there is between the following: select a tube and put it in the bottle
and select a tube and put one in the bottle. 1t is these kinds of deep
semantic differences that the mere assumption of coherence will not
and does not handle. The infra-structure of all assumptions about co-
operative acts of doing and saying is, in the last resort, social. The as-
sumption of coherence can be sustained so well because human lan-
guage has the resource for indicating coherence, while the nature of
language as a resource has developed in a particular way because it has
had to serve the needs of the community. Our task is to understand
the specific nature of these resources—not simply to hide behind the
mind and the intention of particular speakers and listeners.
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Chapter 6

The identity of the text

Introduction

The last two chapters were concerned with the kinds of unity that
characterise texts. In Chapter 4, I attempted to show how structural
unity is relatable to the notion of context. I argued in particular that
the motivation for the elements of the text’s structure can be found in
the values of the CC. This position raises some questions; and most
of this chapter will be concerned with exploring these questions.

In Chapter 5, I examined the unity of texture, without specifically
relating it to the question of structure or CC. So part of this chapter
will be concerned with examining whether such relations exist and, if
s0, what might be said about them. It may be useful to begin here by
stating the problems explicitly.

The identity of a CC

If one claims, as I have done, that the values of a CC motivate the
occurrence of an element of text structure— just as the appearance of
a certain element gives rise to the inference of a certain value in the
CC —then the notion of contextual configuration becomes pivotal to
the entire discussion. And the following question assumes importance:
how is the identity of a contextual configuration determined? At what
point, and with what rationale, do we say ‘This is a CC that is distinct
from that one’? For example, if in CC1 in the values of field we found
‘personal clothing’ instead of ‘perishable food’, would we say that we
have a different CC, or is it still to be regarded as another case of CC1?
Whatever our answer, how do we justify it? This question is discussed
later in this chapter.

The identity of a genre

In Chapter 4, the claim was made that Texts 4.1, 4.2, and 4.3 all be-
longed to the same genre and that the fragments Texts 4.4-4.7 would
also appear within texts of the same genre. This naturally raises the
question: how far does the identity of a genre extend? What criteria
would we use for establishing generic identity?
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Some other questions that are closely related to this basic one
should also be considered. For example, if presented with a text in
displacement—in isolation from the situation in which it was
produced — we are still able to say what type of text it is. Is it a ser-
mon? Is it a lecture? Is it a buying and selling transaction? Is it to con-
trol a child? Is it a story? We are able to classify the instances of texts
along these kinds of categories when we come in contact with them,
What is there in a text that gives away the secret of its context, its set-
ting? And why is it there?

Not only are we able to classify this way, but we get rather sophisti-
cated. So if we read a letter in 2 magazine that goes something like this:

Text 6.1

Dear Jinny,

I'm so glad you introduced me to Glo-Quick’s Super-Facial. lt's

just unbelievable what a difference it has made to me in less than a week.
| must say it's a new and a very pleasant sensation to be noticed with envi-
ous admiration . . .
Reading this, we do not say this is a letter to ‘dear Jinny’; we know
that in reality it is an advertisement for a cosmetic product. What
features are there that lead us to this conclusion? In this text, what is
‘of the letter’ and what ‘of the advertisement’? On what basis do we
make this dissociation between the generic form and the generic
function?

The uniqueness of a text

There is no limit to the number of texts that can be produced. Is each
one unique? How do we define uniqueness? Obviously uniqueness can-
not be simply physical. Every student who holds a copy of this book
holds a unique physical thing, but surely we would agree all have the
same text. But are matters always so clear-cut? If someone holds the
first unrevised edition of this book, do they have the same text? What
constitutes uniqueness of a text? However we define uniqueness, we
shall come to the conclusion that an infinity of variant texts can be creat-
ed within any one given genre. The question that arises from this con-
clusion is an important one indeed: what features of a text must be
held constant to hold its genre classification constant? And what fea-
tures of the text can be varied to allow the construction of variant texts,
without varying the genre?

The completeness of a text is simply a side issue of this major.

problem. If we have the following transcript (Text 6.2), what stages
do we infer, for which there is no direct linguistic evidence; and why?

Text 6.2

V:  Who's next?

C | am. Can 1 have a chicken sandwich?
V:  Eighty cents.

C:  ’bye.

98

Context, structure, and texture

In Chapter 5, 1 talked about various cohesive devices, including their
patterning, which lead to unity in a text. I referred to this as texture.
We need to know if texture and structure are related; and if so, how?
The relationship of context to texture might appear somewhat remote
at first sight; I shall argue that structure is the link between the two.
In fact, an examination of this question is very closely tied to that of
the realisation of structural elements discussed briefly in Chapter 4.

1 shall discuss these problems in the order in which they have been
presented above.

What counts as one CC?

In the following discussion, a preliminary but relevant point is the need
to keep two notions separate: these are the notion of ‘material situa-
tional setting’ and the notion of ‘context of situation’. The material situ-
ational setting is the physical environment in which a text might be being
created — where speaking, listening, writing, or reading might be taking
place. The material situational setting is by no means identical with
the context of situation relevant to the text. The degree of overlap
between the two is variable, and depends largely on the role of language.
In writing, the overlap between the two is often at its lowest; while in
speech, particularly where the role of language is ancillary, the overlap
is at its highest. Often when people claim that a written text is not depen-
dent on its situation, as for example in the genres of literature, they
mean to refer simply to the fact that their material situational setting
does not impinge upon these texts. In the following discussion, I ignore
material situational setting except where it is co-extensive with context
of situation; and I use the term situation as a short form for context
of situation. It was necessary to make these distinctions in order to pave
the way to the discussion of the identity of a CC. I intend to do this
by relating it to the concept of CONTEXT OF CULTURE.

Culture, situation, and CC

As Halliday pointed out in Chapter 1, Malinowski (1923) coined the
term ‘context of culture’, as well as ‘context of situation’. This was to
highlight the fact that specific contextual configurations themselves
derive their significance ultimately from their relation to the culture to
which they belong. The relationship is not a direct one and can be
presented diagrammatically as in Figure 6.1. In this figure, culture is
shown as the highest abstraction; the left and the right columns are
related to it as a realisation is to the category it realises. The slanting
arrows indicate this relation. So culture is itself more specifically describ-
able as an integrated body of the total set of meanings available to a
community: its semiotic potential. Any meaning system is part of this
resource. The semiotic potential includes ways of doing, ways of being,
and ways of saying. One might say that these are the three general modes
of meaning: you can mean by doing, by being, or by saying; and that
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Figure 6.1 Cuiture, meaning, and situation

culture
/ significant
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values

all possible
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genre-specific p one calibration
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Note: F = field; T = tenor; M = mode

over and above this totality of semiotic systems, there is nothing that
could be labelled ‘culture’; that the semiotic potential is culture. )
But situations for being, saying, and doing do not exist per se; it
is not as if there is something inherent in the physical properties of a
state of affairs in the external, non-social world that we can recognise
as one particular kind of situation. On the contrary, the relatlon.shxlp
between the meanings that the various modes construct — the semiotic
potential —and the significant situational values is a mut}lally defining
one- situation is not acultural. To give some examples: in the §ubcql-
ture of the Moslems on the Indo-Pakistani subcontinent, there is a sit-
uation that is coded in my language by the word ‘soyum’. It ref;rs to
the third day after the death of a person. Now, logically.there is no-
one anywhere, after whose death a third day does not physically arrive;
but in none of the Western cuitures that I am familiar with can this
third day be regarded as a ‘situation’. For the subcontinen{al Moslems,
however, it is very much a situation: there are ways of being, ways of
doing, and things that you say if the ‘soyum’ concerns you because the
deceased was a relative or a friend or even just a neighbour. And tt}ese
are specific to this situation: it is a situation because it hds the§e meanings
associated with it; these meanings are made legitimate by this situation.
Sometimes we are misled simply because of the way we have
referred to something; we tend to behave as if the possibility of using
the same word implies complete identity betweeen the referents. For
example, we go shopping in Myer’s, Macy’s, or Marks & Spencer’s; and
we go shopping in the market in Mombasa or Madras. Simply beca.use
we have used the words ‘go shopping’ for both types of event, we might
be misled into believing the two events are the same type of thing; that,
in fact, they contain the same set of values. Nothing could be further
from the truth, as anyone who has had an experience of the markedly
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different cultures will immediately recognise. The Myer’s salesman
would be at least surprised, if not affronted, if, at his telling you the
price of an object, you responded with Well, ok, that’s fine; but now
tell me the real price. This is precisely the kind of response you are
expected to offer at the first telling of the price in 2 market shop in most
parts of the Indo-Pakistani subcontinent. As well as the invitation of
the type Yes, anything else?, one may encounter direct offers of the
type Do take these guavas as well, they are fresh in today from Malir.
You may even find yourself faced with a bargain: If you take two kilos
of grapes as well, you can have the lot for ten rupees. The form of
address can range from Saheb/Begum Saheb (Sir/Madam) to Bhai
Sabeh/Baji (elder brother/elder sister); and the translation of the native
terms into an English phrase with the adjective elder should not be seen
as indicating age; it simply points to a clear relationship of hierarchy
in which the customer is always the top dog, unless he or she forfeits
this status by some untoward act or unbecoming appearance.

We can and do use the words ‘go shopping’ for the service
encounter in shops both in a Western capitalist country, for example,
Australia, and in a mainly non-industrialised Third World country, for
example, Pakistan. But it is important to remember that the ways of
saying, being, and doing are qualitatively different in the two politico-
economic cultures. Neither the range of appropriate meanings nor the
set of significant situational values is the same. This is what it means
to say that a given context of situation —a CC —has meaning only within
a culture. There is no such situation in the absolute as ‘going shopping’.

The first layer of Figure 6.1 claims that a culture is expressed by
the totality of what is meaningful; this domain of meaning has been
formed by the various semiotic systems—systems that cover ways of
being, saying, and doing. These formed meanings construct significant
situational values; and it is the operation of the semiotic systems that
permits the perception of what is or is not a significant situational
variable. Equally, once the significant situational variables have been
stabilised — for example, society has got into the way of recognising age,
status, wealth, and learning as vectors for hierarchic division —the per-
ception of the values of these different variables will provide the frame
for the appropriate exchange of meanings. The horizontal arrow
between the two entries of the same layer indicates this bi-directional
relationship. What is on the left has come into being to serve the needs
set up by the perception of what is on the right; equally, what is on
the right has come into being, has acquired a status, because of what
is on the left.

Semiotic potential and contextual potential

We could have left the diagram at this point, because it has already
said all that is essential. The reason for introducing the next two layers
is our specific interest in the relationship between CC and just one
semiotic system, namely language. The vertical arrows linking the layers
within each column are indicative of a ‘subset’ relation. So semantic
potential is a subset of semiotic potential: it refers only to those
meanings that are formed by, and which can be expressed through,
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language. So at this layer, we have separated out saying from being
and doing. Equally, in the right column, we are concerned only with
all the values of field, tenor, and mode. The claim is that in the con-
struction of these values, language has played an important role.
Halliday draws attention to the very close relation between the situa-
tional variables and the lexico-grammatical system. The system of
language is so designed that the variables—field, tenor, and mode—
will be inevitably encapsulated into the text through the simultaneous
encoding of the experiential, interpersonal, and textual meanings.

Generic semantic potential and unique CC

We meet the concept CC at the last layer of the diagram. In Chapter
4, I described CC as ‘a specific set of values that realises field, tenor,
and mode’. It is one particular calibration of the values —one of those
systematically permitted by the possibilities open to the three variables.
At this point, then, we are back with our initial question: wherein lies
the uniqueness of a CC? The answer suggested by the previous discus-
sion is obviously that a particular CC is known by the set of meanings
associated with it. It is this set of meanings that we refer to as ‘genre-
specific semantic potential’. )

Now, theoretically, this is a perfectly satisfactory answer, but in
practice, it poses some problems because the term ‘meaning’ is not deter-
minate enough. What kind of meanings are we talking about? There
is a difference between the meanings ‘banana’ and ‘bread’. Would the
meaning ‘bread’ be outside of the genre-specific semantic potential
associated with CC1? And is this the kind of semantic difference that
makes a difference to the identity of the CC? If it is, then we must also
accept that, even if all other values of CC1 were held constant, we would
still be faced with different CCs according to whether we are buying
bananas rather than apples; or two apples rather than one; we shouid
end up with five CCs, none of which would be identical with the others.
But such a view of the uniqueness of situation is rather hard to justify.
Moreover, on this view, logically we should seldom encounter the same
CC twice. )

The best means of getting out of this impasse is to think of a CC
not as the statement of one specific situation, but rather as the ex-
pression of a type of situation. So CCl, instead of referring to any one
single social activity, is a type that can be instantiated by many instances.
What we are looking for are the significant similarities between these
many instances. At the same time, it is important”to attach greater
weight to the word ‘potential’ in the expression ‘genre-specific semantic
potential’. By definition, this formulation commits us to the notion of
variation. Something can be a potential only if there is the possibility
of a choice between this or that. If x always entailed y, we would not
be accurate in claiming that x has the potential y. The semantic poten-
tial is a potential precisely because it can be stated as a resource—as
a range within which variant selections are possible. If this were not
the case we would have to say that there is some semantic restriction
imposed by some contextual values, rather than that there is some set
of possible meanings that can be viewed as a resource for construing
some contextual value.
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Keeping this very important fact in mind, when we examine the
genre-specific semantic potential, we would find at least two general
kinds of meaning: those that are relevant as components of the
individual messages within the genre, and those that are relevant to the
structuring of the overall message form of the texts within the genre.
The former kind of meanings are the ones that at the degree of great
specificity appear coded as, say, ‘two apples’ as opposed to ‘one apple’;
or ‘bananas’ as opposed to ‘apples’; or ‘want’ as opposed to ‘like’; or
‘500 grams’ as opposed to ‘one kilo’ as opposed to ‘this bunch’; and
so on. This kind of meaning forms part of specific individual messages.
The meanings relevant to the overall message form are expressed as
the structure potential, or GSP, introduced in Chapter 4. For CCl,
such meanings are coded as Sale Request, Sale Compliance, Sale
Enquiry, and so on.

Obviously the two kinds of meaning are related. More specifically,
within the range of the former type of meanings are those that, as it
were, ‘construct’ a particular element. So, for example, SR is con-
structed, or realised, by the following set of meanings: demand some
quantity of commodity of the class ‘perishable food’. It is at this level
of generality that the meanings are relevant to the realisation of the
structural element. So far as the identity of SR is concerned, it is not
affected by which one of the following we have; each is an adequate
realisation of the SR:

1. Can I have a bunch of celery?

2. I’d like two yellowstone peaches.

3. 500 grams of tomatoes and a lettuce, please.
4. | want a really good melon for this evening.

This by no means exhausts the possibilities, but it is obvious that each
example realises in some form a demand for some quantity and some
commodity of some perishable food.

We can afford to make a very much more specific statement now:
the kinds of meaning relevant to the identity of a CC are those expressed
in the GSP associated with the CC; these meanings are expressed directly
as the meaning of the elements of text structure and indirectly as the
meaning without which an element of text structure could not be con-
structed. It follows that the GSP becomes pivotal in any discussion of
the identity of a CC and we may claim that only those values of field,
tenor, and mode are defining for the identity of the CC that are motiva-
tionally related to the elements of its GSP. If the CC has these values, then
these elements will appear in any text embedded in this CC; if these
elements appear in any text, then these values of the CC can be inferred
from it.

I shall first illustrate these points and then, in the following sub-
section, discuss the implications. For example, let us use CC1 as our
starting point. First, assume that the field and tenor values remain
exactly as in Table 4.1, but that the mode of CC1 differs from another
case, CC2. The mode values of both are presented in Table 6.1. The
fact that in CC2 the mode is different will affect the obligatory element
SC of the structure potential associated with CCl. The label SC is
somewhat of a misnomer, since the main job of this element is to
promote sale rather than to acknowledge the fact of service performed.
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Table 6.1 The modes of two distinct CCs

CC1 mode: Channel: phonic; medium: spoken; + visual contact;
language role: ancillary ...

CC2 mode: Channel: graphic; medium: spoken; — visual contact;
language role: constitutive ...

Now if a customer is getting goods by dropping in a written order, the
occasion for SC does not exist. The optional element SE is also inap-
plicable except in the trivial sense of a list being iterative by virtue of
being a list! And, again, the optional element SI lacks motivation for
occurrence. It is noticeable that in keeping with these changes in the
GSP, there is the folk awareness or common feeling that ‘dropping in
an order’ is not the same kind of activity as that of ‘going shopping’.

Compare the above situation with Table 6.2, where we again take
CC1 as the starting point; we assume exactly the same field and tenor,
while introducing one change in mode.

Table 6.2 The mode of another CC

CC3 mode: Channel: phonic; noisy; medium: spoken;
+ visual contact; language role: ancillary

CC3 differs from CC1 by virtue of having a ‘noisy channel’, i.e. there
is some disturbance leading to lack of intelligibility. Now, it would be
difficult to substantiate a claim of uniqueness for what we have called
CC3, since it is highly unlikely that, with everything else being equal,
the GSP associated with CC1 will undergo any change in its obligatory
elements as a result of a noisy channel. At most, this may give rise to
greater iteration of SEs, but both SE and iteration have already been
built into GSP1. The implication is that according to the criteria being
offered, the situation labelled CC3 cannot rightfully be given that label:
it is simply a variant of CCl.

We can sum up the above discussion as follows: the identity of
a CC is defined by that calibration of values which motivates the
elements of its GSP; particularly, within the GSP, the obligatory
elements and the obligatory sequence are decisive in arriving at this
definition. In effect, we are reiterating our earlier assertion in a more
formal style, namely, that a situation is defined by the meanings typi-
cally associated with it. Through this discussion, I hope, | have made
the meaning of meaning more precise by suggesting that in the definition
of a CC—a situation type—it is the meanings associated with the obliga-
tory elements of structure and their relation that really count. These
represent the lowest common factor across all instances of social activi-
ties that could be regarded as belonging to the same situation type, the
same CC. :

It is true that the definition is circular, since the GSP itself was
defined as the verbal expression of a CC; but the circularity lies in the
nature of the relationship between language and reality. If culture and
language have grown up side by side complementing each other, then
a culturally recognised occasion of talk —a CC—is bound to be known
by the peculiarities of the type of talk associated with it.
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The uniqueness of a CC

Before we close this section, it is important to comment on the impli-
cations of what has been said above. The attempt to define a unique
CC is a search for commonality. A unique CC is a class—a type—of
situation. Members of a class are never identical in all respects; they
are, by definition, alike in all those respects that characterise the class
itself. But, then, no class itself is an immanent category. It is a category
we create because it meets some need. The notion of a unique CC as
a particular situation type is one such category; we set it up to explain
certain phenomena, ignoring others.

From one point of view all occasions of talk are alike: each of these
is a construct containing the abstractions field, tenor, and mode; and
so, to this extent, everything that is a context displays this feature of
similarity. But at this primary degree of DELICACY —i.e. detail—the
concept cannot be utilised for providing any specific information about
textual properties. To do this we need more precise information about
the kind of field, tenor, and mode that has gone into the make-up of
a situation. But, as I briefly pointed out earlier, each of these variables
permits a selection from a large number of alternative values; and these
alternatives are capable of being described in varying degrees of detail.
It is a particular calibration of alternatives at a particular degree of
delicacy that constitutes a contextual configuration. So, in effect, when
we debate the question of the uniqueness of a CC, we are actually con-
cerned with establishing some specific point on the continuing scale of
delicacy; our question can be paraphrased as: how is that point on the
scale of delicacy characterised to which we wish to refer as a. CC?

The cut-off point that I have suggested is determined by my con-
ception of generic identity; 1 have argued that we need to go this far
and no further in delicacy to establish the identity of a CC, where ‘this
far’ is just far enough to permit the motivation of a GSP. One need
not know all the details of a particular situation in order to be able
to say what the overall structure of the message form would be. You
can teach someone how to write, say, an application, without knowing
who the applicant is, or who the grantor, or what specifically the appli-
cant is applying for and what justifications are being put forward for
granting the application. But if that is the case, then it would be quite
wrong to claim that the genre is different depending on whether the
application is, say, for leave of absence, or for financial assistance.

However, to say that this latter distinction is not relevant to the
identity of a CC is not to imply that the variation is either unimportant
or superficial —simply that whatever aspects of text they might motivate,
these are not crucial to that text’s generic status. For example, if the
fact of the phonic channel being noisy leads to a greater occurrence
of SE or if the variation in the value of social distance makes Greeting
more probable, this is definitely important, but not crucial to the generic
status of the text. We shall have occasion to comment on the specific
importance of these later. Here let me point out that the CC is not the
end of the story where the notion of context is concerned: to reiterate,
it is simply a particular calibration of values frozen at a particular point
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in delicacy for a particular purpose. Moves in delicacy are essential for
explaining other features of texts.

Seen from this point of view, each CC is a ‘class’ category, whose
individual members are themselves lower level classes. Let us refer to
these as class 1 and class 2, respectively. Every situation that is a class
2 situation is of necessity also a class 1 situation, just as every act of
running, jumping, and walking is an act of motion. We can talk of
class 2 situations as variants of class 1. Thus CC1 has many variants.

The inherent variation of context

Variants are created either by a move in delicacy , for example, ‘channel:
phonic’ and further ‘noisy’; and/or by alteration of values, for example,
‘social distance: near maximal’ as opposed to ‘social distance: non-
maximal’. Either of these sources of variation can lead to a change in
the actual structure of the texts as illustrated above; but this is by no
means necessary. Either of two things can happen: it may lead to no
structural variation whatever or the variation may be such as to shift
that particular situation type from, say, CCl to CC2. |

As an example of the first outcome, it is highly unlikely that the
actual structure of an application text would vary in correlation with
whether the application is for leave of absence or for financial support.
Equally, the actual structure of a shopping text is not likely to change
in correlation with whether we are buying dairy produce or fruit and
vegetables. We can all think of many comparable examples. As an
example of the second outcome, consider the alternation between the
modes of CC1 and CC2. There are criterial differences between the
structures associated with the two. In the case of CC2—dropping off
an order for goods to be delivered —we might argue that the list is a
sort of realisation of SR (remember that Sale Request is an obligatory
element of GSP1 associated with CC1). But it would be impossible for
us to maintain that the GSP associated with CC2 is identical to GSP1.
For one thing, the element Sale Compliance cannot appear; and second,
it is important to realise that any SP constructed to meet CC2 must
be such as to take care of the discrete temporal staging, which has the
effect that each element —if element it is— has to be completely finished
before another can begin. So if the list is seen as SR, there is no possi-
bility of overlap between SR and the sale compliance; if the accom-
panying bill is interpreted as the realisation of the element Sale, then
the latter is finished long before Purchase can takeplace. And there
may be no formal realisation of Purchase Closure, other than the
cashing of the cheque, if payment is made by cheque. In fact, there
is good reason for doubting that these various stages of the activity
of ‘economic exchange’ are productive of one text, or that they should
be regarded as stages of the same CC. Naturally, there are connections
between stages; but so are there connections between what we see as
distinct activities. For example, the social activity of teaching students
something is quite closely connected to that of examining them in that
same subject, but we do not think of these as exactly the same kind
of events—at least not till we see them from above, as possibly two
manifestations of the context of the transmission of knowledge.
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This discussion of alternation of values has been useful. It points
to the fact that there is no mechanical way of deciding what kind of
variation in the values is capable of creating a new contextual configu-
ration; and, at the moment, the definition provided above appears to
be the best. But more importantly, the discussion has focused our atten-
tion once again on the inherent variability in contexts. A shift in focus
can permit us to view CC1 and CC2 as the same context; a comparable
shift in focus can make us view the variants of CC1 as the same context,
while from the levels of the variants themselves each might appear as
distinct from the other as CC1 and CC2 do from their own level. I hope
it is not too facile to say that the fuzziness is ‘in the nature of things’.
The texture of human social life is dense; the concerns of a community
are interconnected. So from one angle, the institution of justice appears
quite separate from that of daily family life; but from another, the very
continuance of family life is the raison d’étre for the institution of
justice. Situations are permeable. It follows that when we talk about
two distinct CCs, there is no necessary implication that their distinc-
tion is absolute. After all, CC1 and CC2 have more in common than
not. Whenever there are commonalities between two (or more) CCs,
it is possible that their structure potential too will display some com-
monality. The relations both between distinct CCs and between variants
of the same CC can be represented graphically as in Figures 6.2 and
6.3. Remember, though, that graphic representation is a metaphor, not
a reproduction.

Figure 6.2 Two unique CCs and their commonalities

Figure 6.2 shows two distinct CCs, each having a distinct GSP
associated with it. The array of actual structures for CC1 would be the
realisation of the possibilities captured in GSP1; for CC2, this array
would be made up of actual structures permitted by GSP2. The
overlapping —shaded —area draws attention to the commonalities
between CC1 and CC2. For example, let CC1 be buying vegetables and
CC2, buying a car. Obviously a good deal is in common to the field
of the two CCs; it is also possible that the social distance may be the
same. We would expect that these commonalities of the CC would be
reflected in some commonalities across the two GSPs. It is these kinds
of comparisons that would allow us to answer questions such as: what
is in common to all service encounters?, what is in common to all inter-
actions between non-familiars?, what is in common to all interaction
in the spoken mode?, and so on. Though it is hard to imagine any two
CCs that would have absolutely nothing in common, the area of overlap
is variable: teaching history and poetry have more in common with each
other than either has in common with buying vegetables. Let us now
look at Figure 6.3.
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genres

Figure 6.3 A unique CC and its variants

actual structure 1a <at—p~ ~¢—p actual structure 1b

la 1b

Ic 1d

actual structure lc <€—3p ¥ actual structure 1d

Figure 6.3 shows just one CC, which has just four variants. Each
variant is a distinct situation type and is associated with an actual struc-
ture. However, these actual structures will have many elements in
common — in fact all the obligatory elements and their disposition vis-
&-vis each other.

What counts as one genre?

I raise this question here specifically to remind you that this is one of
the issues we wished to examine, but the discussion of the identity of
CC has probably resolved the issues already. If you have followed my
arguments there, you will anticipate the following comments about
genre:

1. A genre is known by the meanings associated with it; in fact the term
‘genre’ is a short form for the more elaborate phrase ‘genre-specific
semantic potential’.

2. Genre bears a logical relation to CC, being its verbal expression. If
CC is a class of situation type, then genre is language doing the job
appropriate to that class of social happenings.

3. Genres can vary in delicacy in the same way as contexts can. But
for some given texts to belong to one specific genre, their structure
should be some possible realisation of a given GSP.

4. It follows that texts belonging to the same genre can vary in their
structure; the one respect in which they cannot vary without conse-
quence to their genre-allocation is the obligatory elements and dis-
positions of the GSP.

One question that we shall examine later is: can definite statements
be made about the linguistic selections in a text type that are genre-
motivated, so that every text belonging to a genre would display those
linguistic properties? We shall take this question together with that of
the identity of a text. Finally we shall raise the question of the pretend-
genre of the letter to ‘dear Jinny’ (Text 6.1).
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A text and its uniqueness

Before turning to the central issues of this section, let us first dispose
of a fairly minor point. This is the question raised earlier: what is the
basis for distinguishing between complete and incomplete texts?

Again, if you have followed the preceding arguments, you will also
see the rationale for wanting to deal with this question first. The an-
swer to this question is implicit in what has been said about the CC
and therefore by implication about the genre. The question of a text’s
completeness can only be answered by reference to the notion of a GSP.
A text is perceived as complete if its messages are such that they can
be reasonably taken as the manifestation of all the obligatory elements
of some one particular SP. So, any text that has messages that could
be seen as the realisation of the elements SR, SC, S, P, and PC would
be regarded as a complete text belonging to the genre of buying and
selling perishable food in face-to-face interaction. We need to add the
condition that the obligatory elements of the SP must be realised in
some permissible sequence in order for the text to be taken as a well-
formed instance of the genre. So the identity and sequencing of the
elements of structure form the most reliable basis for making judgments
about the completeness and incompleteness of a text. The answer to
the first question, then, is in terms of the structural unity, not in terms
of the unity of texture.

Does texture play no part in determining whether or not a text is
complete? It appears that the relationship is only in one direction: if
a piece of language is lacking in texture, then it will either be an in-
complete text or a non-text; but the argument does not apply in the
opposite direction —something that is fully cohesive does not necessar-
ily represent a complete text. Let me give some examples. Suppose that
all we have is I think I am; we have no difficulty in saying that this,
by itself, could not possibly represent a normal complete text; the el-
liptical cohesive device of the clause I @m requires interpretation and
it is a type of ellipsis whose interpretation is normally provided verbal-
ly. So we need something more to have even a minimal text, something
like Are you invited to Mike’s New Year party?, to which I think I am
can function as an appropriate answer, concluding a minimal interac-
tion between two participants who are perhaps working in the same
room and having intermittent little chats. Imagine, however, that we
come across a bit of paper on which is scribbled the following sequence
of messages: Many years ago there was a girl and a boy. They had no
mother or father. They had to work for their living; now these sen-
tences do not ‘project’ any uninterpreted cohesive devices; yet no one
is likely to say that the sequence represents a complete text.

These examples show how texture is not as sure a basis for judg-
ments regarding the completeness of a text as structure is. Let me also
draw attention to what is implied in this answer: to say that the notion
‘complete text’ is explicable by reference to the obligatory elements of
a particular SP is to make it dependent upon the notion of genre iden-
tification. In effect, then, what one is saying is that the features, the
factors, which allow us to judge whether or not a text is complete are
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essentially the same features that also allow us to identify its register,
i.e. genre. This is quite understandable; genre is the verbal expression
of a contextual configuration. The overall nature of the social activity
not only functions as a motivation for the SP but, in so functioning,
provides the basis for determining ideas of completeness.

Levels of textual identify

The discussion of the CC and the genre will have prepared you for the
view that the discussion of a text’s uniqueness is also the discussion of
the ways in which two (or more) texts could be identical. To arrive at
a balanced view, we have to keep both differences and similarities in
mind simultaneously. There are at least four levels at which these differ-
ences and similarities can be perceived.

First, material uniqueness and verbal identity. This difficult-
sounding phrase refers to something you must have often noticed —
that we say the same words and sentences on distinct occasions. Let’s
take a simple example. If on the night of 16 February 1984, while lock-
ing the front door, I say to my husband Did you put the cat out?, and
he says Yes, this could be one complete text. Now imagine that next
night the same. interaction takes place, only this time we are in the
kitchen —this too could be regarded as one text. It is distinct from the
first one. On a subsequent occasion, it is my husband who asks me the
same question and my reply is Yes. So we then have a third text. These
texts—Cat 1, Cat 2, and Cat 3—have exactly the same set of words
and sentences; but we would all think of them as three individual texts.
The relation between these three texts is not the same as that between
the different copies of this book. If the three Cat interactions are viewed
as three distinct texts, this is because each has a different material situ-
ational setting; the time and the place of each are different. They are
materially unique, though verbally — from the point of view of what
words and sentences are used —they are identical. Material uniqueness
is the simplest kind of uniqueness that might be used to establish the
identity of one text as against another.

The second level may be phrased as verbal uniqueness and struc-
tural identity. Consider Texts 6.3 and 6.4.

Text 6.3

C: Can | have ten oranges and a kilo of bananas please? ...... Ism
V: Yes, anything else. ........................ C :I

C: Nothanks. ... ... ... it SC
V: Thatll be dollar forty. ... ... .. .oieieieiei e 1s
C: Twodollars. . ... .. .t e
V: Sixty, eighty, a hundred, two dollars an’ thank you. ......... Jec

As can be seen from the symbols in the right margin of Texts 6.3 and
6.4, their structure is identical: SR"SC"S"P"PC. However, the words
and sentences of the two texts differ from each other. As you would
concede quite readily, these two texts must have been produced at least
on different occasions; if they were produced at the same time then the

110

Text 6.4

C: Can | have half a dozen Granny Smiths please? ............ 1S8R
V: Anything else? ... ... ..

C: No,thatsall justnow. ..... ... ... ... .. .. ... ......... SC
Vi NINELY CONMS. ..o\ttt ettt e e 1s
C: Ninety cents? Oh | think I've just the right change here. .. ... 1p
Vi Thank You Sif. . ... ..o e lec

interactants would be distinct and vice versa. Verbal uniqueness presup-
poses material uniqueness, but the reverse is not true: every text that
is verbally distinct from some other text must have been produced on
a unique occasion; but not every material occasion that is unique is
necessarily productive of a verbally unique text.

Let us now turn to the third level of differences and similarities
between texts. Compare Texts 6.3 and 6.4 with Text 6.5.

Text 6.5

V: Good morning Mrs Reid. .......... ... ... ... ... .....

C: Good morning Bob. ....... ... ... .. ...l ]G
Can | have a couple of apples? ... ............ccoooueeon.. 1SR

Vi dsthat all t0day? ... ... e 1

C: Yes, thank you. . ... ... . i 1SC

V: Sixty cents. ........... e Is

C: Here Yare. ... ... ... e Jp

Vi TRANK YOU. .ot e dec
GO0'daY. .. e IF

G BYB. L e |

The structure of Text 6.5 is G"'SR"SC"S"P"PC’F. Neither the words and
sentences of Text 6.5 nor its structure is identical with Text 6.3 or 6.4.
But is there nothing in common to these three texts? This is obviously
a rhetorical question, because you can see that there is a good deal in
common to the actual structure of these three texts. This is not surpris-
ing; they represent two possible realisations of the same GSP. Struc-
tural uniqueness presupposes verbal uniqueness; no two texts that differ
in their actual structure can have the same words and sentences al-
together. This principle is demonstrated by comparing Text 6.5 with

“Texts 6.3 and 6.4. But on the other hand, the fact of having the same

actual structure does not imply verbal identity, either; this can be seen
by comparing Texts 6.3 and 6.4.

What is common to Texts 6.3, 6.4, and 6.5 is their generic status:
they are alike because all three display the criterial properties of GSP1.
This point can be made quite clearly by a comparison of Text 6.6 with
the others.

Text 6.6 resembles Text 6.5; but the similarity between these two
is of a different kind from that which exists between Texts 6.3, 6.4 and
6.5. Text 6.6 resembles Text 6.7 because both have the elements Greet-
ing and Finis, but as you recall, these elements have an optional status
in GSP1; and optional elements are not criterial to the generic status
of texts. By contrast, what is common to Texts 6.2, 6.3, and 6.4 is that

111

structural uniqueness
presupposes verbal
uniqueness

see p. 64



see p, 52

Text 6.6

C: Good afternoon, Mr Berg.

B: Oh hello, Mrs Clint. How are you?

C: I'mvery well. i um ah | just wan. ..
| wondered if | could um have a cutting from one of your plants, you
know.

B: Oh you're most welcome, m'dear.
Which one—you just have to say and you can have any you like ‘cause
y'know I'd be very happy.

C: Oh thank you that's really great um this you know the the those that
bush over there the fuschia | love those only I cant . ..

8: Oh but that's very easy I'll set it in for you take ‘bout a week—and now
any time you wan’ anything you.just have to say—anything at all.

C: Ah thank you, Mr Berg, that's really kind—and um | shall come over
um 'bout a week’s time then, shali 1?

B: Yes you do that.

C: Weli uh see you again, Mr Berg.

B: Yeah be seein’ you.

their actual structures contain the obligatory parts of the same GSP.
While there is generic identity amongst these three, they are all distinct
from Text 6.6 with regard to genre. So Texts 6.5 and 6.6 are generi-
cally unique. Generic uniqueness presupposes uniqueness of actual
structure—i.e. structural uniqueness.

Thus two texts that are generically unique are also structurally
unigue — their actual structure will be different. Two texts that are struc-
turally unique will also be verbally unique—the words and sentences
of those texts will be different. Two texts that are verbally unique will
also be materiaily unique—the instance of situation, the occasion of
talk for them will be different. But it is not possible to claim that if
two texts are generically identical then they must be structurally identi-
cal; or if two texts are structurally identical, then they must be verbally
identical; or if they are verbally identical, then they must be materially
identical. By building in inherent variation in the concept of SP and
of CC, we have rejected the crude determinism whereby each text and
its context are utterly predictive of each-other. We have done this by
claiming that only certain aspects of texis are sensitive to contexts in
a generalisable way.

If the generic uniqueness of a text presupposes uniquerness right
down to the first level, then is there nothing in common between two
generically unique texts? In answering this question we come full circle
to the beginning of Chapter 4: what is in common to them is the most
outstanding characteristic of texts in general —their unity, the unity of
structure and of texture. But is there any point at which these two kinds
of unities come together? T have discussed in great detail how structure
and context are related. Could the same be said about texture and con-
text? To answer these questions we must turn to the question of verbal
uniqueness.
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Texture, structure, and context

Compared to texture, structure is concerned with the more general —
less particular —aspects of a text. So it is possible to talk about the reali-
sation of a structural element in terms of a set of general categories;
it is not at all necessary to mention specific items as such. This is one
reason why verbal identity is never entailed by structural identity. For
example, if we go to CC1, once again, we can say that texts embedded
in variants of this context are likely to contain meanings that can be
realised by:

1. Processes —verb words — which are essentially relational, concerned
with attribution, for example, have, be, see, appear, cost, weigh,
measure or a small set of mental processes of reaction which are ‘pre-
possessive’, for example, want, like, love, care, and possibly, a few
others.

2. Things —noun words — which belong to the class of concrete goods
which are organic, edible, and perishable; and another set pertain-
ing to money.

3. Modifiers—descriptive words, for example, adjectives —which can
refer to size, quantity, and quality.

4. Interactants —the ‘I’ and the ‘you’—means of referring to self and
others in the shop.

5. Message functions will range over the specification of need, demand,
giving, describing, finding-out.

I would like to emphasise the fact that what I have been talking
about are meanings, not their wording. Of course there is just this
problem that —as T. S. Eliot said ‘I gotta use words when I talk .. .°,
and this is so much more true here precisely because we are in a register
where the role of language is not ancillary but defining: all of the signi-
ficant activity is manifestable only through language. So as you read
the above lines it might seem to you as if [ have been saying nothing
but that certain classes of words must occur in any text embedded in
any variant of CC1. But in fact, the statement of genre specific ‘lan-
guage’ is best given in terms of the semantic categories, rather than the
lexico-grammatical ones, since (1) the range of meanings have variant
realisation; and (2) the more delicate choices within the general area
is not a matter of generic ambience. And both these factors are rele-
vant to texture.

Let me give an example of what I mean by the first rationale given
above. First, a particular meaning may be realised lexically and/or
grammatically and/or phonologically. Take the notion of ‘demand’.
We might say Leave at once or I demand that you leave immediately.
Both convey the meaning ‘demand’, but only the latter has a lexical
realisation as well. Even within the area of lexicon, two vectors of var-
iation are possible. I do not have to say to the salesman I'll have two
Granny Smith apples; 1 can get by with Coupla those, if the apples are
there and I have already started off on my list of purchases. Meanings
do not have to be encoded explicitly, using what is known as ‘fully
lexical’ items or ‘content words’. Take another example: I go to the
butcher’s and say Leg of lamb please, usual size. Here the encoding
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of ‘quantity’ is implicit; but this time the condition for its appropriate
use cannot be stated by reference to the material situational setting.
Instead I must look to the contextual configuration, particularly to
values in the variable ‘tenor’: what is the ‘social distance’ between myself
and the butcher? If it is ‘non-maximal’, it means that I have interacted
with this salesperson with some frequency: familiarity does not always
breed contempt; it also breeds comfort.

The comfort of knowing what a person is on about increases as
the frequency and the variety of types of interaction increase. The im-
plicit expression usual size can be interpreted without any problem by
a butcher who has been selling me meat with any frequency; so if ‘com-
munication’ is the name of the game, then restricted exophorics (Ha-
san 1984c¢) of this type can only be used appropriately for the realisation
of certain meanings if there is a body of relevant shared experiences
between the interactants. These examples highlight the fact that mean-
ings may be encoded either explicitly or implicitly; and that certain kinds
of implicitness are appropriate to certain specific contextual values.

The second vector of variation in lexical encoding arises from the
distinction between generality and specifity of meaning. The lexical items
of a language are variable in specificity; this is the fact that is captured
in the hyponymy relation, so fruit is less specific than, say, apple or
pear. But fruit itself is less general than, say, thing (Hasan 1984d).
I do not have to say to a salesman I want to buy . ..; 1 can get away
with I'll have. . .. The more general the lexical item, the more its mean-
ing in any given instance is conditioned by its generic environment —
both contextual and co-textual. In isolation, a question such as Do you
have tea? would be normally interpreted as an enquiry about the ad-
dressee’s preference for tea; but in years of shopping, no salesman has
yet replied No, I drink coffee. This is because in the context of the shop-
ping genre, this question is interpreted as Does this shop carry tea?.
So variant realisations of the same —in some sense of same —meanings
is one reason why generic identity between two texts does not argue
for verbal identity.

The areas of meaning such as are specified in our preceding list
numbered 1-5, though limited when compared with the total system
of language, still represent a vast area for movement. I have pointed
out above that so far as the generic status of a text is concerned it makes
no difference whether as an instance of thing bought we ‘have’ a kilo
of beans, or a litre of milk. But a text is always embedded in a specific
situation as much as it is in a CC. That is to say, certain aspects of
a text are determined by the here-and-now-ness of that particular in-
teraction. To this extent, the specific selection of meanings from the
wide range permitted is OPPORTUNISTIC; that is, it just so happens that
at this time, in this place, this carrier of the dyadic role is focused upon
this specific corner of the generic range. So when it comes to the actual
unfolding of a text, both the speaker and the addressee must attend
precisely to these opportunistically selected meanings, for at the level
of a text it matters a great deal whether one got a litre of milk when
one went out to get it or a kilo of beans! At the level of a genre, these
opportunistic selections are relévant only to the extent that they are
manifestations of a higher order abstraction.
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Now, it is these opportunistic selections that are truly the nub of
the textural relations in the text. And if you consider the question care-
fully, you will note that the opportunistic selections are precisely the
ones that are governed by highly delicate values of the situation type.
Thus the field is not only ‘economic transaction: purchase: perishable
food’ but also ‘green grocery: fruit: strawberry’. It is the selection of
‘strawberry’ that justifies the attributes ripe and sweet in Text 4.2. Had
the customer in Text 4.2 been buying celery or green pepper, these at-
tributes would have been inappropriate. So to put it informally, in the
buying of bread, the attributes and the quantity expressions will be
decidedly different from those that I need for discussing bananas. And
this is the stuff of which cohesion is made: cohesive harmony is not
a phenomenon that happens, as it were, independent of what is being
done; the difference of one meaning has repercussions for other mean-
ings in the text, and it is the interrelating of meanings that is reflected
in cohesive harmony, as I tried to show in the last chapter. What is
unique to the text forms the base also of what has to be cohesive. You
do not ‘peel’ ‘bread’ any more than you look for ‘unleavened banana’.
It has been said, apropos of dialogues, that as soon as the other person
has opened their mouth and said a few words, the possibilities of what
you may go on to say become fairly limited. Gregory Bateson (1972)
puts the same idea across: ‘From what I say it may be possible to make
predictions about how you will answer. My words contain meanings
and information about your reply’. I am going one step further; I am
suggesting that irrespective of whether it is a dialgoue or a monologue,
as soon as you have said one word, you have created an environment.
The more that is said, the greater the limitations on what can be said
relevantly and sensically —and so long as you are being relevant it me-
ans you must employ devices that will construct relations of co-
referentiality and co-classification as well as lead to the formation of
semantic fields. Situation type, at a high degree of specificity, is rele-
vant to texture; you could see it as the motivating force of texture. But
by the same token, the facts of texture construe the very detailed aspects
of the situation in which the text came to life.

" When we raise the question of the specific relationship between '

elements of structure and facts of texture, one interesting finding in
recent years has been that the cohesive chains display a close relation-
ship to the structural movement of the text. So far this finding is res-
tricted to two major genre types: fictive narratives (Hasan 1984b) and
exposition (Martin 1984). Further research is needed for confirmation
of this relation.

A pretend-genre: what does it tell us?

Having examined the question of text, genre, and context identity, we
may turn now to the letter addressed to ‘Dear Jinny’ (Text 6.1). Why
do we read this as ‘an advertisement composed as if a letter’? There
is the obvious structural element of ‘address’ realised by Dear Jinny.
The first argument one is tempted to give against its being a letter is
the talk about Glo-Quick’s Super-Facial.

115

see Table 4.3, p. 61

see p. 98



One might maintain that this is not the kind of thing one talks
about in letters. But, in fact there appears to be no topic or subject-
matter restriction in letters written to a close peer or friend. What makes
us suspicious is the fulsomeness of the praise and the highly explicit
style in which the praise is couched. If Jinny is so close to the writer
that she can recommend a beauty treatment and be the recipient of such
intimate bits of information as offered in the last sentence of the frag-
ment, it is highly unlikely (1) that the letter would continue without
some kind of greeting or other indication of sociability after the ad-
dress; and (2) that the writer would spell out everything so carefully
and (3) so precipitately. The fulsomeness of praise is a well-known at-
tribute of advertisements. Explicitness is essential in the realisation of
the Sale, without which the advertisement does not achieve its purpose.

We see then that in determining the genre of a particular text, we
tend to examine many features at once. The what, the who, and the
how of sayings are at once important; texts do not have discrete reali-
sations of each of these aspects. So while a very delicate specification
of field might ‘cue’ us to a specific area of the lexicon, the equally deli-
cate description of tenor might determine whether the-level of the
vocabulary has to be formal or informal —whether we need to say peruse
(this) document or read (this) stuff, whether we talk about spiders or
about arachnids. Mode will determine such things as whether certain
kinds of implicitness can be interpreted or not; it is no use my saying
Read this stuff if you cannot see what constitutes ‘thisness’. A text has
many modes of existence and so it can be analysed at many different

levels, with each contributing to our understanding of the phenomena
involved.
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Coda

Learning through text in context

I set out to establish two major points:

1. the notions of text and context are inseparable; text is language oper-
ative in a context of situation and contexts are ultimately construed
by the range of texts produced within a community;

2. texts are characterised by the unity of their structure and the unity
of their texture.

In Chapters 4 and 5, I attempted to provide some idea of what is meant
by structure and texture. This chapter has been concerned with tying
both these notions closely to the concept of context and thus showing
the logical links between (1) and (2). Much work needs to be done in
this area. There is surely no implication here that the details of descrip-
tion provided are above reproach. The work can be examined from
two angles: as providing a framework for the study and analysis of texts;
and as providing examples of such analysis of specific texts. Obvious-
ly, if the validity of the former is doubted, then the latter is also invali-
dated, but the reverse is not necessarily true. In the description of texts,
it is difficult to provide a model that is satisfactory from all points of
view. This is not simply because the field is newly revived, but also be-
cause the task is immensely demanding and complex. But growth in
this area is essential almost as a condition of survival for the study of
language. All of us are users of language and we approach it with a
commonsense interest in what language can do for us. One common-
sense conception is, of course, that our ideas, our knowledge, our
thoughts, our culture are all there—almost independent of language
and just waiting to be expressed by it. This attitude is so deeply rooted
that it finds its expression, for example, in our theoretical writings about
language. Nothing makes us see the shortcomings of this approach so
effectively as the study of text, for nowhere in the study of language
is it so imperative that we clarify our ideas of the relationship between
language and the so-called extra-linguistjg-reality.

There is yet another form of this same misconception that under-
lies the view that a social activity is just concerned with what passes—
quite independent of to whom and how. Again this view is deep-rooted
and we tend to think we ‘know’ what can or cannot be ‘said’ within
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one genre or another. And at some level we must know these things,
for we participate daily in the unfolding of many a text in many a genre.
But what we consciously perceive ourselves as ‘knowing’ might be rather
different from the deeper knowing with which we act with our language.
For example, I thought that in the genre of shopping, one would need
mainly words that would refer to some set of ‘actions’. The study of
a few typical interactions in that genre soon put that idea to rest; as
I remarked earlier, the majority of verbs belong to a ‘descriptive’ type
rather than ‘action’ type. Thus interest in text analysis is a good means
of making us aware of some of the most glaring misconceptions about
language.

Text analysis more than any other interest in language sensitises
us to the tenuous nature of the boundary between language and non-
language. It throws in doubt the unjustified division between knowing
language and knowing how to use language. Teachers in particular
are—or at least should be—interested in the appropriate use of lan-
guage. Places of learning are built around talk, and talk does not con-
sist of ‘an infinity of grammatical sentences’. In fact, the dynamics of
talk and text can tolerate a good deal of ungrammaticality, potential
ambiguity, and what from some points of view might be seen as stylis-
tic infelicity —hummings and hawings, repeating and breaking off. It
is helpful to be able to explain what variations in the linguistic form
correlate with which contextual value, rather than operate with a rarefied
idea of ‘a good style’, or ‘the right sequence of arguments’. The under-
standing of generic variation, the realisation of the interdependence of
text and context can but assist in these tasks —quite apart from provid-
ing many hours of fascination in attempting the analysis of that every-
day phenomenon, the friendly casual chat, which ostensibly has no
goal —but underneath which is hidden much of the fabric of any culture.
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